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Evidence For Dark Matter

• Dark Matter 

= matter without emitting lights

• Dark matter in galaxies

• Rotation curve

rotation velocity

If the mass is dominated by stars

v ~ r      beyond the luminous part 

In fact,  

v = const  ( M(r) ~ r )

galaxy

H atom

v(r) =

�
GM(r)

r

-1/2

Begeman et al (1991)
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Evidence For Dark Matter  (2)

• Dark Matter in Clusters of Galaxies

• X-ray emission from gas in a cluster

Hydrostatic equilibrium

Equation of state 

dP

dr
= −GM(r)ρ

r2
(P : pressure)

P =
kBTρ

µmp
(µ : mean molecular weight)

M(r) =
kBTr

Gµmp

�
−d ln ρ

d ln r
− d lnT

d ln r

�

M(r) � 1015M⊙

�
r

Mpc

� �
T

10keV

�ρ ∝ r−(1.5−2)

 O(10) larger than baryon mass of a cluster
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Evidence For Dark Matter  (3)

• Dark Matter on Cosmological Scales

• CMB Temperature Fluctuation 

δT

T
(θ, φ) =

�

�,m

a�mY�m(θ, φ)

Y�m(θ, φ) : Spherical harmonics

C� = �|a�m|2� =
1

2� + 1

��

m=−�

|a�m|2

Ωmh2 = 0.1369± 0.0037
Ωbh

2 = 0.02265± 0.00059

Hu, White (1996)
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Best Evidence against Modified Gravity

2

Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657−558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing κ reconstruction with the outer contour level at κ = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the κ peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.

nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.

In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an Ωm = 0.3, λ =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/′′ plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.

2. METHODOLOGY AND DATA

We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear "g = "γ/(1 − κ). The shear
"γ is the amount of anisotropic stretching of the galaxy
image. The convergence κ is the shape-independent in-
crease in the size of the galaxy image. In Newtonian

gravity, κ is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models, κ is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of κ in non-standard grav-
ity models, the locations of the κ peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.

Our goal is thus to obtain a map of κ. One can combine
derivatives of "g to obtain (Schneider 1995; Kaiser 1995)

∇ ln(1−κ) =
1

1 − g2
1 − g2

2

(

1 + g1 g2
g2 1 − g1

) (

g1,1 + g2,2
g2,1 − g1,2

)

,

which is integrated over the data field and converted into
a two-dimensional map of κ. The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is effectively the true
mean of ln(1−κ) at the edge of the reconstruction. This
method does, however, systematically underestimate κ
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of κ in the peaks of the components are
only lower bounds.

For 1E0657−558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure "g. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the κ reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606 − m814 < 1.5,
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Fig. 1.— Shown above in the top panel is a color image from the Magellan images of the merging cluster 1E0657−558, with the white
bar indicating 200 kpc at the distance of the cluster. In the bottom panel is a 500 ks Chandra image of the cluster. Shown in green contours
in both panels are the weak lensing κ reconstruction with the outer contour level at κ = 0.16 and increasing in steps of 0.07. The white
contours show the errors on the positions of the κ peaks and correspond to 68.3%, 95.5%, and 99.7% confidence levels. The blue +s show
the location of the centers used to measure the masses of the plasma clouds in Table 2.

nated by collisionless dark matter, the potential will trace
the distribution of that component, which is expected
to be spatially coincident with the collisionless galax-
ies. Thus, by deriving a map of the gravitational po-
tential, one can discriminate between these possibilities.
We published an initial attempt at this using an archival
VLT image (Clowe et al. 2004); here we add three addi-
tional optical image sets which allows us to increase the
significance of the weak lensing results by more than a
factor of 3.

In this paper, we measure distances at the redshift of
the cluster, z = 0.296, by assuming an Ωm = 0.3, λ =
0.7, H0 = 70km/s/Mpc cosmology which results in 4.413
kpc/′′ plate-scale. None of the results of this paper are
dependent on this assumption; changing the assumed
cosmology will result in a change of the distances and
absolute masses measured, but the relative masses of
the various structures in each measurement remain un-
changed.

2. METHODOLOGY AND DATA

We construct a map of the gravitational poten-
tial using weak gravitational lensing (Mellier 1999;
Bartelmann & Schneider 2001), which measures the dis-
tortions of images of background galaxies caused by the
gravitational deflection of light by the cluster’s mass.
This deflection stretches the image of the galaxy pref-
erentially in the direction perpendicular to that of the
cluster’s center of mass. The imparted ellipticity is typi-
cally comparable to or smaller than that intrinsic to the
galaxy, and thus the distortion is only measurable statis-
tically with large numbers of background galaxies. To do
this measurement, we detect faint galaxies on deep op-
tical images and calculate an ellipticity from the second
moment of their surface brightness distribution, correct-
ing the ellipticity for smearing by the point spread func-
tion (corrections for both anisotropies and smearing are
obtained using an implementation of the KSB technique
(Kaiser et al. 1995) discussed in Clowe et al. (2006)).
The corrected ellipticities are a direct, but noisy, mea-
surement of the reduced shear "g = "γ/(1 − κ). The shear
"γ is the amount of anisotropic stretching of the galaxy
image. The convergence κ is the shape-independent in-
crease in the size of the galaxy image. In Newtonian

gravity, κ is equal to the surface mass density of the lens
divided by a scaling constant. In non-standard gravity
models, κ is no longer linearly related to the surface den-
sity but is instead a non-local function that scales as the
mass raised to a power less than one for a planar lens,
reaching the limit of one half for constant acceleration
(Mortlock & Turner 2001; Zhao et al. 2006). While one
can no longer directly obtain a map of the surface mass
density using the distribution of κ in non-standard grav-
ity models, the locations of the κ peaks, after adjusting
for the extended wings, correspond to the locations of
the surface mass density peaks.

Our goal is thus to obtain a map of κ. One can combine
derivatives of "g to obtain (Schneider 1995; Kaiser 1995)

∇ ln(1−κ) =
1

1 − g2
1 − g2

2

(

1 + g1 g2
g2 1 − g1

) (

g1,1 + g2,2
g2,1 − g1,2

)

,

which is integrated over the data field and converted into
a two-dimensional map of κ. The observationally un-
constrained constant of integration, typically referred to
as the “mass-sheet degeneracy,” is effectively the true
mean of ln(1−κ) at the edge of the reconstruction. This
method does, however, systematically underestimate κ
in the cores of massive clusters. This results in a slight
increase to the centroiding errors of the peaks, and our
measurements of κ in the peaks of the components are
only lower bounds.

For 1E0657−558, we have accumulated an exception-
ally rich optical dataset, which we will use here to mea-
sure "g. It consists of the four sets of optical images shown
in Table 1 and the VLT image set used in Clowe et al.
(2004); the additional images significantly increase the
maximum resolution obtainable in the κ reconstructions
due to the increased number of background galaxies,
particularly in the area covered by the ACS images,
with which we measure the reduced shear. We reduce
each image set independently and create galaxy cata-
logs with 3 passband photometry. The one exception
is the single passband HST pointing of main cluster,
for which we measure colors from the Magellan images.
Because it is not feasible to measure redshifts for all
galaxies in the field, we select likely background galax-
ies using magnitude and color cuts (m814 > 22 and not
in the rhombus defined by 0.5 < m606 − m814 < 1.5,

• Cluster of Galaxies 1E 0657-56

• Gas distribution (X-ray)

• Dark Matter distribution (gravitational lens)

X-ray

Clowe  et al (2006)
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Dark Matter Candidate

• SUSY Particle

• Neutralino 

• Gravitino 

• Axion

• Kaluza-Klein states

• Q Ball

• Black hole . . . . . 

• Particle DM

• Thermal Relics

• Neutralino

• Non-thermal 

• Axion , Gravitino

• Astrophysical Object

• Black hole
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Cosmic Density of  Thermal Relics 

• Stable DM particles which were in thermal equilibrium

• number density         is determined by Boltzmann eq.nX

X + X̄ ←→ f + f̄

cosmic exp. annihilation creation

dnX

dt
= −3

ȧ

a
nX − �σv�(n2

X − n2
X,eq)

�σv�nX � H ⇒ nX = nX,eq(T )

�σv�nX � H ⇒ nX ∝ a
−3 ∝ T

3

�σv�nX � H
X particle dcouple from thermal bath 
and their comoving density freezes 

Tf : freezeout temperature
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(A) Decouple when X is relativistic

• At decouple

• Photons are heated up through particle-antiparticle 
annihilation after X decouples

nX = gX
ζ(3)
π2

T 3 gX =

�
3
4gs fermion

gs boson

nX,0 =
�nX

s

�

Tf

s0 =
45ζ(3)gX

2π4g∗s
s0

ρcr,0/s0 = 1.74× 10−9GeV

ΩX = mX
nX,0

ρcr,0
= 0.152

gX

g∗s

�mX

eV

�
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(B) Decouple when X is non-relativistic

• Boltzmann eq. dnX

dt
= −3

ȧ

a
nX − �σv�(n2

X − n2
X,eq)

f = nX/T y = T/mX dt = −
�

45
8π3Gg∗

T−3dT

df

dy
=

�
45

8π3Gg∗
mX�σv�(f2 − f2

eq)

feq =
gs√
8π3

e−1/yy−3/2

f � feq until decoupling dfeq

dy
=

�
45

8π3Gg∗
mX�σv�f2

eq

����
y=yeq

yf �
�
ln

��
45

8π3Gg∗
mXgs�σv�

�
− 1

2
ln

�
ln

��
45

8π3Gg∗
mXgs�σv�

���−1
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y < yf ⇒ f � feq
df

dy
=

�
45

8π3Gg∗
mX�σv�f2

nX � T 3
X�

45
8π3Gg∗

mX�σv�yf

ΩX =
g1/2
∗

g∗syf

�
�σv�

6.6 × 10−38cm2

�−1

ΩX = mX

�nX

s

� �
s0

ρcr,0

�
, s =

2gs∗π2

45
T 3

X , ρcr,0/s0 = 1.74× 10−9GeV

f(y) =
�
feq(yf )−1 +

�
45

8π3Gg∗
mX�σv�(yf − y)

�−1

� 1�
45

8π3Gg∗
mX�σv�yf
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Dark Matter Search

• Direct search

• WIMP-Nucleus elastic scattering

• Cross section 

• Energy transferred to the nucleus

• Typical Rate   10   -  1 event/kg

σ0

Q =
m2

χmNv2

(mχ + mN )2
(1− cos θ∗)

mχ ∼ 100GeV, mN ∼ 100GeV, v = 270km/s ⇒ Q ∼ 20keV

Q � 1− 100keV

v

CM system

V =
mχv

mχ + mN

V θ∗

mN mχ

V

-4

Scintillation
Phonon
Ionization
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Current Limit

Neil Spooner - SheffieldCOSMO2009 09/09/09

Current Limits (SI) [COSMO-2009]  

Bolometric Detectors

CDMS

Focus on leading/example 
experiments

Edeleiss

Liquid Noble Gas

XENON 10, 100 (LXe)

CRESST

ZEPLIN III (LXe) 

ArDM, WARP (LAr)

Annual modulation, NaI

DAMA

Updated from arXiv:0705.2012 (fig. 11) to include 
more recent experimental limits - L. Roszkoski et al. 

Spooner (COSMO09)
For spin-independent interaction

dσ

d|q|2 =
1

πv2
[Zfp + (A− Z)fn]2F (Q)

Q = |q|2/(2mN ) q : momentum transferred
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Dark Matter Search

• Indirect search

• Observing the radiation produced in dark matter annihilation

• Annihilation rate is proportional to square of the dark matter 
density 

• Gamma rays and neutrino from the Galactic center

• High energy neutrinos from the Sun

• Positrons and anti-protons from the Galactic halo

ΓA ∝ ρ2
DM
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Gamma rays and neutrinos from Galactic center

• Observed Flux 

Φ(ψ, E) = �σv�dN

dE

1
4πm2

DM

�

line of sight
dsρ2(r(s,ψ))

spectrum of 2nd. particles 
per annihilation

s
ψ

J(ψ) =
1

8.5kpc

�
1

0.3GeV/cm3

�2 �

line of sight
dsρ2(r(s,ψ))

Φ(ψ, E) � 5.6× 10−12 dN

dE

�
�σv�
pb

� �
1TeV

mDM

�2

J̄(∆Ω)∆Ωcm−2s−1

J̄(∆Ω) : average of J(ψ) over a spherical region of solid angle ∆Ω
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• DM particles are captured in gravitational well of 
Sun or Earth and can annihilate at large rate

• WIMP number N in the core of the SUN

High Energy Neutrino from the Sun

C⊙ : Capture rate

A⊙ =
�σv�
Veff

Veff : effective volume

kBT⊙ ∼
GmDMρ⊙Veff

V 1/3
eff

Veff = 5.7× 1027cm3

�
100GeV

mDM

�3/2

N =

�
C⊙

A⊙
tanh(

√
C⊙A⊙t⊙)

Ṅ = C⊙ −A⊙N2

t⊙ � 4.5 billion years
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• WIMP annihilation rate

• Capture rate

Spin-dependent interaction

Spin-independent interaction

C⊙A⊙t⊙ � 1 ⇒ N = (C⊙/A⊙)1/2

Γ =
1
2
A⊙N2 =

1
2
C⊙

C⊙
SD
� 3.35× 1020s−1

�
ρlocal

0.3GeV/cm3

��
270km/s

vlocal

�3 �
σH,SD

10−6pb

� �
100GeV

mDM

�2

C⊙
SD

� 1.24× 1020s−1

�
ρlocal

0.3GeV/cm3

��
270km/s

vlocal

�3 �
100GeV

mDM

�2

×
�

2.6σH,SI + 0.175σHe,SI

10−6pb

�
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Capture Rate

• velocity distribution at R >> r :  f(u)

• Inward Flux :  

• Angular momentum per unit mass

• Velocity at r : 

• Eq. of Motion

θ u

R

r

dF =
1
2
f(u)u cos θd cos θdu

=
1
4
f(u)ud cos2 θdu

J = Ru sin θ

dF =
1
4
f(u)udu

dJ2

(Ru)2

w = (u2 + v2)1/2

v : escape velocity ⇐ 1
2
v2 − GM

r
= 0

ṙ =

�
2(E − U)− J2

r2
=

�
w2 − J2

r2

E = u2/2 U = −GM/r = −v2/2

0 ≤ θ ≤ π/2
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Capture rate (2)

•             :  rate per unit time at which a WIMP with        
velocity w will scatter to a velocity ≤ v

• (Flux that enters the shell  with radius r )  X  (cature prob.)

• Capture rate  per unit shell volume 

• Scattering cross section  σ  ( isotropic)

• Energy loss

Ωv(w)

4πR2 1
4
f(u)udu

�
dJ2

(Ru)2
Ωv(w)dt

= 4πR2 1
4
f(u)udu

�
dJ2

(Ru)2
Ωv(w)

2dr

w

θ(rw − J)
(1− J2/(rw)2)1/2

= 4πr2dr
f(u)du

u
wΩv(w)

r

dC

dV
=

�
du

f(u)
u

wΩv(w)

0 ≤ ∆E

E
≤ 4mDMM

(mDM + M)2

M : mass of target nucleusuniform distribution
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Capture rate (3)

• Scattering

• Maxwell distribution for f(u)  

w → ≤ v ∆E

E
>

w2 − v2

w2
=

u2

w2

Ωv(w) = σnw
(mDM + M)2

4mDMM

�
4mDMM

(mDM + M)2
− u2

w2

�
θ

�
4mDMM

(mDM + M)2
− u2

w2

�

=
σn

w

�
v2 − (mDM −M)2

4mDMM

�
θ

�
v2 − (mDM −M)2

4mDMM

�

f(u)du = nDM

�
3

2πv̄2

�3/2

exp
�
−3u2

2v̄2

�
4πu2du

dC

dV
=

�
6
π

�1/2

σnnDMv̄
v2

v̄2

�
1− 1− e−A

A

�

A =
3v2

2v̄2

4mDMM

(mDM −M)2

∝ σv̄−1(ρ/mDM)A
∼ σv̄−3ρm−2

DM

(mDM �M)
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Superkamiokande Limit

Eq. (6) is solved for ! to get the 90% upper limit on
the WIMP-nucleon cross section. These Super-K upper
limits on WIMP-nucleon scalar cross section are shown
in Fig. 13 along with CDMS [64], EDELWEISS [65],
ZEPLIN [66] upper limits, and DAMA [59] best-fit
region. The dip around a WIMP mass of 56 GeV occurs
because of an enhancement in the WIMP capture rates
in the Earth caused by a resonance due to WIMP mass
matching that of iron [56], whose abundance in the Earth
is about 30% [23]. There are two discontinuities in
the Super-K limits on WIMP-nucleon cross section
in Fig. 13. The first discontinuity occurs at around
80 GeV and the other occurs at around 174 GeV.
The reason for this is that these limits have been calcu-
lated assuming a lower limit for "!M", where " is defined
in Eq. (5). For WIMPs more massive than the top quark
(with mass of around 174 GeV), the lower limit is given
by WIMP annihilation to gauge bosons, and for WIMPs
less massive than the top quark, the lower limit is given by
WIMP annihilation to tau leptons. This continues until
the WIMP mass is less than the W boson mass at around
80 GeV, below which the lower limit comes from WIMP
annihilation to b !b pairs. The Super-K limits rule out a
significant portion of the WIMP parameter space favored
by the DAMA experiment with a very different
technique.

To get limits on WIMP-proton spin-dependent cross
section, we carried out the same exercise as above, this
time using only the limits from the Sun in the denomi-
nator of Eq. (6), and using the maximum inferred ratio
for direct-to-indirect detection rates with axial-vector

couplings on the left hand side of Eq. (6). The Super-K
limits on WIMP-proton cross section are shown in Fig. 14
along with limits from other direct experiments
like UKDMC [68] and ELEGANT-V [69] experiments.
The reason for the jumps around 80 GeV and 174 GeV
is the same as that for the limits on WIMP-nucleon scalar
cross section. The Super-K limits on WIMP-proton cross
section are about 100 times more sensitive than those
from direct-detection experiments. Also a limit on
WIMP-proton spin-dependent cross section using earlier
Super-K limits from the Sun [70] has been done
in Ref. [71], which showed that the annual modula-
tion seen in DAMA cannot be because of a WIMP with
axial-vector coupling to a proton, since this is ruled
out by null searches for WIMP-induced annihilations
in the Sun from Super-K and other upward muon
detectors.

It must be cautioned that these limits on WIMP-
nucleon cross section depend on the maximum expected
ratio of direct-to-indirect detection rates evaluated
in Ref. [58]. These calculations give a rough idea
of expected sensitivities of upward muon detectors as
compared to direct-detection experiments. For WIMPs
with significant annihilation branching ratio to pure
Higgs bosons or gluons, the ratio could fall outside the
indicated range [58]. Also, in the comparison of direct
and indirect detection rates, oscillations of neutrinos
produced from WIMPs is not taken into account
[72,73]. Furthermore, the ratio does not include contri-
bution from the proposed bound solar system population
of WIMPs [74,75]. All these effects could change the
limits from what we have evaluated. However, by using
the maximum expected value for the estimated ratio of
direct-to indirect detection rates in Ref. [58] we have
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Eq. (6) is solved for ! to get the 90% upper limit on
the WIMP-nucleon cross section. These Super-K upper
limits on WIMP-nucleon scalar cross section are shown
in Fig. 13 along with CDMS [64], EDELWEISS [65],
ZEPLIN [66] upper limits, and DAMA [59] best-fit
region. The dip around a WIMP mass of 56 GeV occurs
because of an enhancement in the WIMP capture rates
in the Earth caused by a resonance due to WIMP mass
matching that of iron [56], whose abundance in the Earth
is about 30% [23]. There are two discontinuities in
the Super-K limits on WIMP-nucleon cross section
in Fig. 13. The first discontinuity occurs at around
80 GeV and the other occurs at around 174 GeV.
The reason for this is that these limits have been calcu-
lated assuming a lower limit for "!M", where " is defined
in Eq. (5). For WIMPs more massive than the top quark
(with mass of around 174 GeV), the lower limit is given
by WIMP annihilation to gauge bosons, and for WIMPs
less massive than the top quark, the lower limit is given by
WIMP annihilation to tau leptons. This continues until
the WIMP mass is less than the W boson mass at around
80 GeV, below which the lower limit comes from WIMP
annihilation to b !b pairs. The Super-K limits rule out a
significant portion of the WIMP parameter space favored
by the DAMA experiment with a very different
technique.

To get limits on WIMP-proton spin-dependent cross
section, we carried out the same exercise as above, this
time using only the limits from the Sun in the denomi-
nator of Eq. (6), and using the maximum inferred ratio
for direct-to-indirect detection rates with axial-vector

couplings on the left hand side of Eq. (6). The Super-K
limits on WIMP-proton cross section are shown in Fig. 14
along with limits from other direct experiments
like UKDMC [68] and ELEGANT-V [69] experiments.
The reason for the jumps around 80 GeV and 174 GeV
is the same as that for the limits on WIMP-nucleon scalar
cross section. The Super-K limits on WIMP-proton cross
section are about 100 times more sensitive than those
from direct-detection experiments. Also a limit on
WIMP-proton spin-dependent cross section using earlier
Super-K limits from the Sun [70] has been done
in Ref. [71], which showed that the annual modula-
tion seen in DAMA cannot be because of a WIMP with
axial-vector coupling to a proton, since this is ruled
out by null searches for WIMP-induced annihilations
in the Sun from Super-K and other upward muon
detectors.

It must be cautioned that these limits on WIMP-
nucleon cross section depend on the maximum expected
ratio of direct-to-indirect detection rates evaluated
in Ref. [58]. These calculations give a rough idea
of expected sensitivities of upward muon detectors as
compared to direct-detection experiments. For WIMPs
with significant annihilation branching ratio to pure
Higgs bosons or gluons, the ratio could fall outside the
indicated range [58]. Also, in the comparison of direct
and indirect detection rates, oscillations of neutrinos
produced from WIMPs is not taken into account
[72,73]. Furthermore, the ratio does not include contri-
bution from the proposed bound solar system population
of WIMPs [74,75]. All these effects could change the
limits from what we have evaluated. However, by using
the maximum expected value for the estimated ratio of
direct-to indirect detection rates in Ref. [58] we have
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Positrons (and Anti-protons) from the Galactic Halo

• Positron (electron) Production

• Diffusion Equation (effect of galactic magnetic fields)

• Typical propagation length

diffusion  (synchrotron 
motion in magnetic field)

energy loss by synchrotron
and inverse Compton

source

b(E) = 10−16GeVs−1(E/GeV)2
K(E) = K0(E/GeV)δ ∼ 3× 1027cm2s−1(E/GeV)0.6

� ∼
√

K∆t ∼
�

KE/b ∼ (a few kpc)× (E/GeV)−(1−δ)/2

Φ(E) =
c

4π
fe±(E, �R⊙)

∂fe±(E,�r)
∂t

= K(E)∇2fe±(E,�r) +
∂

∂E
[b(e)fe±(E,�r)] + Q(E,�r)

Q(E,�r) =
1
2

�
ρ(�r)
mDM
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�σv�dNe+e−

dE

2009年11月10日火曜日



Anti-Proton Measurement
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FIG. 4: The antiproton-to-proton flux ratio obtained in this work compared with contemporary

measurements [8, 9, 10, 18, 19, 20, 21].

are sufficiently precise to place tight constraints on parameters relevant for secondary pro-

duction calculations, e.g.: the normalization and the index of the diffusion coefficient, the

Alfvén speed, and contribution of a hypothetical “fresh” local cosmic ray component [22].

Furthermore, an important test criteria for cosmic ray propagation models is their ability

to reproduce both the antiproton-to-proton flux ratio and the secondary-to-primary nuclei

ratio. Our high energy data (above 10 GeV) places limits on contributions from exotic

sources, such as dark matter particle annihilations. The antiproton-to-proton flux ratio will

be modified according to values of the dark matter particle mass, annihilation cross section,

and structure in the density profile (boost factor).

PAMELA is continuously taking data and the mission is planned to continue until at

least December 2009. The increase in statistics will allow higher energies to be studied. An

analysis for low energy antiprotons (down to ∼100 MeV) is in progress and will be the topic

of a future publication [13].

We would like to acknowledge contributions and support from: Italian Space Agency

(ASI), Deutsches Zentrum für Luft- und Raumfahrt (DLR), The Swedish National Space

Board, Swedish Research Council, The Russian Space Agency (Roscosmos) and The Russian

Foundation for Basic Research.
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PAMELA (2008)

to large values of the positron fraction and to a marginal
agreement of the pure secondary positron flux with the
measurements, we cannot dismiss the possibility of a hard
cosmic ray electron distribution. A spectral index of 3.44
[24] leads actually in the top panel of Fig. 3 to the long-
dashed curve featuring a low background case. With a
typical annihilation cross section h!annvi of 3!
10"26 cm3 s"1, WIMPs do not produce enough positrons
to reproduce the increasing trend observed in eþ=ðeþ þ
e"Þ data [25], so that a significant enhancement of the
annihilation rate is necessary as shown in [26]. However,
the boost factor associated to DM clumps cannot exceed at
most a factor of &10 in the standard !-CDM scenario of
structure formation [21]. Astrophysics does not provide
then a natural explanation for the large boost factors re-
quired to fit the positron excess. That is why the
Sommerfeld effect [23] has been advocated as a plausible
mechanism to significantly increase the WIMP annihila-
tion cross section in the nonrelativistic regime prevailing
today in galactic haloes. Heavy DM species is a prereq-
uisite. We then consider a generic 1 TeV particle annihilat-
ing into WþW" pairs and boost h!annvi by a factor of 400
in order to get the solid line in the top panel of Fig. 3.
Although an annihilation cross section of 1:2!
10"23 cm3 s"1 is possible should nonperturbative effects
be involved, the consequences on antiprotons are drastic.
The red solid curve in the bottom panel of Fig. 3 features an
unacceptable distortion of the "p spectrum. The DM posi-
tron signal cannot be enhanced without playing havoc with
the "p measurements.

Nonetheless, notice that ways out are possible whose
careful investigation is beyond the scope of this Letter. The
value of 400 assumed for the positron signal of Fig. 3 could
arise from the combined effects of DM clumpiness and
h!annvi enhancement. If a generous factor of 10 is assumed

for the former—a marginally acceptable value [21]—the
latter does not exceed 40. Unlike positrons which are
produced locally, the antiprotons detected at the Earth
originate from a large region of the Milky Way halo over
which substructures may not be as important as in our
vicinity. The "p flux may not be much enhanced by the
presence of DM clumps so that a value of 40 would apply
in that case to the antiproton boost. The corresponding blue
long-dashed line in the bottom panel of Fig. 3 features a
fairly acceptable "p spectrum. Viable scenarios such as a
large black hole population pervading the Galaxy [27,28]
also lead to large boost factors although it seems difficult
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FIG. 3 (color online). The fiducial case of a 1 TeV LSP
annihilating into a WþW" pair is featured. In the top panel,
the positron signal which this DM species yields has been
increased by a factor of 400, hence the solid curve and a
marginal agreement with the PAMELA data. Positron fraction
data are from HEAT [41], AMS-01 [42,43] and PAMELA [25].
If the so-called Sommerfeld effect [23] is invoked to explain
such a large enhancement of the annihilation cross section, the
same boost applies to antiprotons and leads to an unacceptable
distortion of their spectrum as indicated by the red solid line of
the bottom panel.

FIG. 2 (color online). Upper limits on the enhancement factor
to the primary "p flux as a function of the WIMP mass, derived
from a comparison with PAMELA high energy data. Each curve
is labeled according to the corresponding PAMELA energy bin.

PRL 102, 071301 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending

20 FEBRUARY 2009

071301-3

2009年11月10日火曜日



Recent Measurement of Cosmic Ray Electron/Positron Fluxes

ATIC Nature 456 (2008)362PMELA arXiv:0810.4995
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Dark Matter Annihilation/Decay

• PAMERA and ATIC/PPB-BETS results can be explained by 
annihilation of dark matter with mass ~1TeV and cross 
section 

• This is much larger than expected from thermal relic

• Decaying dark matter is a good candidate if it has lifetime

• Annihilation/Decay into charged leptons is favored

�σv� ∼ 10−23cm−3s−1

�σv�TH ∼ 10−26cm−3s−1

τ ∼ 1026 s

Non-thermal production?
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�σv� = 15 × 10−24cm−3s−1, m = 900 GeV for µ+ µ−
�σv� = 5 × 10−24cm−3s−1, m = 650 GeV for e+ e−

Hisano et al (2009)
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FERMI  LAT 

• Event selection and Energy reconstruction
4

ated by the accurate LAT simulation package [14], based
on the Geant4 toolkit [18]. Two CTs are used, one built
with TKR variables, and a second one based on CAL
variables, which describe the complete event topology.
The variables given most weight by the CTs are the
same or equivalent to those described above. The clas-
sifiers allow selection of the electrons through a multi-
tude of parallel paths, each with different selections, that
map the many different topologies of the signal events
into a single, continuous probability variable that is used
to simultaneously handle all valid selections. The TKR
and CAL electron probabilities are finally combined to
create an energy-dependent selection that identifies elec-
trons with greater efficiency and optimized background
rejection with respect to a single sequence of cuts. The
resulting rejection power is flat and better than 1 : 103 up
to 200 GeV and from there rises steadily to ∼ 1 : 104 at
1 TeV in a manner that partially compensates for the in-
creasingly larger relative proton fluxes with energy. Con-
versely, the electron selection efficiency, calculated as the
ratio of selected versus triggered events, has a peak value
of 50% at 20 GeV and steadily decreases down to 12.5%
at 1 TeV.

Energy reconstruction and validation. – Energy recon-
struction is the other critical aspect of this analysis. For
EM cascades of several hundreds of GeV a large fraction
of the energy falls outside of the LAT CAL. The shower
imaging capability is therefore crucial in fitting the lon-
gitudinal shower profile in order to correct for the energy
leakage and estimate the incoming energy with good ac-
curacy. The resulting energy resolution for events passing
the electron selection is shown in figure 1. Since showers
are not fully contained above 20 GeV, the distribution of
the reconstructed energy after leakage correction is asym-
metric, with a longer tail toward lower energies. For this
reason we quote the full width of the 68% containment
of the distribution as our energy resolution, and check
that the full 95% containment does not imply indefinitely
long tails; see figure 1. Candidate electrons traverse on
average 12.5 radiation lengths, resulting from the total
thickness of the TKR and CAL detectors and the effect
of event selection.

The energy reconstruction algorithm and the event
analysis rely heavily on the LAT MC simulation. This
was extensively verified and fine-tuned using beam test
data for electrons and hadrons up to 282 GeV [19].
Extensive efforts are made to avoid bias in the event
selection by systematically comparing flight data and
MC distributions of likely discriminants of electrons and
hadrons, and choosing only those that indicate a good
agreement. Figure 2 shows the very good data–MC
agreement for the critical variable that maps the trans-
verse shower size.

Systematic uncertainties are determined for all energy
bins. For each step in the event selection, we scan a range
of thresholds around the reference value used by the cut

FIG. 1: (color online) Energy resolution for the LAT after
electron selection; the full widths of the smallest energy win-
dow containing the 68% and the 95% of the energy dispersion
distribution are shown. The comparison with beam test data
up to 282 GeV and for on-axis and at 60◦ incidence shown
in the figure indicates good agreement with the resolution
estimated from the simulation.

FIG. 2: (color online) Distribution of the transverse sizes of
the showers (above 150 GeV) in the CAL at an intermediate
stage of the selection, where a large contamination from pro-
tons is still visible. Flight data (black points) and MC (gray
solid line) show very good agreement; the underlying distri-
butions of electron and hadron samples are visible in the left
(red) and the right (blue) peaks respectively.

and derive the corresponding flux versus GF curve. We
extrapolate the curve to a GF consistent with a null cut,
and take the relative difference of the corresponding flux
and the reference as the systematic uncertainty associ-
ated with the cut. All such contributions, taken sepa-
rately with their signs, and the uncertainty of the resid-
ual contamination, derived from an overall 20% uncer-
tainty in the underlying proton spectrum are summed in
quadrature. The result is shown in table I.
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and derive the corresponding flux versus GF curve. We
extrapolate the curve to a GF consistent with a null cut,
and take the relative difference of the corresponding flux
and the reference as the systematic uncertainty associ-
ated with the cut. All such contributions, taken sepa-
rately with their signs, and the uncertainty of the resid-
ual contamination, derived from an overall 20% uncer-
tainty in the underlying proton spectrum are summed in
quadrature. The result is shown in table I.
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Fermi LAT

• Electron Spectrum
5

The final tuning of the event selection provides a maxi-
mum systematic error less than 20% at 1 TeV. The abso-
lute LAT energy scale, at this early stage of the mission,
is determined with an uncertainty of +5%

−10%. This esti-
mate is being further constrained using flight and beam
test data. The associated systematic error is not folded
into those above as it is a single scaling factor over the
whole energy range. Its main effect is to rigidly shift the
spectrum by +10%

−20% without introducing significant defor-
mations.

While event selection is explicitly energy-dependent to
suppress the larger high-energy background, it is not op-
timized versus the incident angle of incoming particles.
Nonetheless we have compared the spectra from selected
restricted angular bins with the final spectrum reported
here; they are consistent within systematic uncertainties.
A further validation of the event selection comes from
an independent analysis, developed for lower-energy elec-
trons, which produces the same results when extended up
to the the endpoint of its validity at ∼ 100 GeV. Our ca-
pability to reconstruct spectral features was tested using
the LAT simulation and the energy response from fig-
ure 1. We superimposed a Gaussian line signal, centered
at 450 ± 50 GeV rms, on a power law spectrum with an
index of 3.3. This line contains a number of excess counts
as from the ATIC paper [8], rescaled with the LAT GF.
We verified that this analysis easily detects this feature
with high significance (the full width of the 68% contain-
ment energy resolution of the LAT at 450 GeV is 18%).

Results and discussion. – More than 4M electron
events above 20 GeV were selected in survey (sky scan-
ning) mode from 4 August 2008 to 31 January 2009. En-
ergy bins were chosen to be the full width of the 68%
containment of the energy dispersion, evaluated at the
bin center. The residual hadronic background was es-
timated from the average rate of hadrons that survive
electron selection in the simulations, and subtracted from
the measured rate of candidate electrons. The result is
corrected for finite energy redistribution with an unfold-
ing analysis [20] and converted into a flux JE by scaling
with the GF, see table I. The distribution of E3 × JE is
shown in table I and in figure 3.

Fermi data points visually indicate a suggestive devi-
ation from a flat spectrum. However, if we conserva-
tively add point–to–point systematic errors from table I
in quadrature with statistical errors, our data are well
fit by a simple normalized E−3.04 power law (χ2 = 9.7,
d.o.f. 24).

For comparison, we show a conventional model [1] for
the electron spectrum, which is also being used as a ref-
erence in a related Fermi-LAT paper [21] on the Galactic
diffuse gamma-ray emission. This uses the GALPROP
code [4], with propagation parameters adjusted to fit a
variety of pre-Fermi CR data, including electrons. This
model has an electron injection spectral index of 2.54
above 4 GeV, a diffusion coefficient varying with energy

FIG. 3: (color) The Fermi LAT CR electron spectrum (red
filled circles). Systematic errors are shown by the gray band.
The two-headed arrow in the top-right corner of the figure
gives size and direction of the rigid shift of the spectrum im-
plied by a shift of +5%

−10%
of the absolute energy, corresponding

to the present estimate of the uncertainty of the LAT energy
scale. Other high-energy measurements and a conventional
diffusive model [1] are shown.

as E1/3, and includes a diffusive reacceleration term. As
can be clearly seen from the blue dashed line in figure 3,
this model produces too steep a spectrum after prop-
agation to be compatible with the Fermi measurement
reported here.

The observation that the spectrum is much harder than
the conventional one may be explained by assuming a
harder electron spectrum at the source, which is not
excluded by other measurements. However, the signif-
icant flattening of the LAT data above the model pre-
dictions for E ≥ 70 GeV may also suggest the pres-
ence of one or more local sources of high energy CR
electrons. We found that the LAT spectrum can be
nicely fit by adding an additional component of pri-
mary electrons and positrons, with injection spectrum
Jextra(E) ∝ E−γe exp{−E/Ecut}, Ecut being the cut-
off energy of the source spectrum. The main purpose
of adding such a component is to reconcile theoretical
predictions with both the Fermi electron data and the
Pamela data [7] showing an increase in the e+/(e− + e+)
fraction above 10 GeV. The latter cannot be produced
by secondary positrons coming from interaction of the
Galactic CR with the ISM. Such an additional compo-
nent also provides a natural explanation of the steepen-
ing of the spectrum above 1 TeV indicated by H.E.S.S.
data [9]. As discussed in [12] and references therein, pul-
sars are the most natural candidates for such sources.
Other astrophysical interpretations (e.g. [22]), or dark
matter scenarios, can not be excluded at the present
stage.

A detailed discussion of theoretical models lies out-
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Fermi LAT   Result

• Data are well fit by a simple power low

• The observation that the spectrum is much harder than the 
conventional one may be explained by assuming a harder electron 
spectrum  at the source 

• The significant flattering of the LA data above the model 
predictions for E > 70 GeV may also suggest the presence of one 
or more local sources of high energy CR electrons

• The main purpose of adding such a component is to reconcile 
theoretical predictions with both the Fermi electron data and 
Pamela data

• Such an additional component also provides a natural explanation 
of the steepening of the spectrum above 1 TeV indicated by 
H.E.S.S

J(E) ∝ E−3.04 (χ2 = 9.7 d.o.f 24)

J(E)extra ∝ E−γe exp(−E/Ecut)
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H.E.S.S.

• Electron measurement

• γ ray background : 

|b| > 7º  

     negligible  γ ray contribution

• hadronic background:

electron likeness ζ    

ζ > 0.6

ζ distribution simulation   

     electron number density

• Only data taken between 2004 and 2005

mirror reflectivity degradation

3

reduces the event statistics but enables to lower the
analysis threshold to 340 GeV. The effective collection
area at 340 GeV is ≈ 4 × 104 m2. With a live-time of
77 hours of good quality data, a total effective exposure
of ≈ 2.2 × 107 m2 sr s is achieved at 340 GeV. Owing to
the steepness of the electron spectrum, the measurement
at lower energies is facilitated by the comparatively
higher fluxes. The ζ distribution in the energy range of
340 to 700 GeV is shown in Fig. 1.

The low-energy electron spectrum resulting from

!
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

E
v

e
n

ts

200

400

600

800

1000

1200

1400

H.E.S.S. 0.34-0.7 TeV

Electrons

Protons

Best Fit Model

FIG. 1: The measured distribution of the parameter ζ,
compared with distributions for simulated protons and elec-
trons, for showers with reconstructed energy between 0.34 and
0.7 TeV (the energy range of the extension towards lower en-
ergies compared to the analysis presented in [8]). The best
fit model combination of electrons and protons is shown as
a shaded band. The proton simulations use the SIBYLL
hadronic interaction model. Distributions differ from the ones
presented in Fig. 1 of [8] because of the energy dependence of
the ζ parameter.

this analysis is shown in Fig. 2 together with previ-
ous data of H.E.S.S. and balloon experiments. The
spectrum is well described by a broken power law
dN/dE = k · (E/Eb)−Γ1 · (1 + (E/Eb)1/α)−(Γ2−Γ1)α

(χ2/d.o.f. = 5.6/4, p = 0.23) with a normalization
k = (1.5 ± 0.1) × 10−4 TeV−1 m−2 sr−1 s−1, and a break
energy Eb = 0.9±0.1 TeV, where the transition between
the two spectral indices Γ1 = 3.0±0.1 and Γ2 = 4.1±0.3
occurs. The parameter α denotes the sharpness of the
transition, the fit prefers a sharp transition, α < 0.3.
The shaded band indicates the uncertainties in the
flux normalization that arise from uncertainties in the
modeling of hadronic interactions and in the atmospheric
model, and are derived in the same fashion as in the
initial paper [8]. The band is centered around the broken
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FIG. 2: The energy spectrum E3 dN/dE of cosmic-ray elec-
trons as measured by ATIC [4], PPB-BETS [12], emul-
sion chamber experiments [3] and H.E.S.S. Previous H.E.S.S.
data [8] are shown as blue points, the result of the low-energy
analysis presented here as red points. The shaded bands in-
dicate the approximate systematic error arising from uncer-
tainties in the modeling of hadronic interactions and in the
atmospheric model in the two analyses. The double arrow in-
dicates the effect of an energy scale shift of 15%, the approx-
imate systematic uncertainty on the H.E.S.S. energy scale.
The fit function is described in the text.

power law fit. The systematic error on the spectral
indices Γ1, Γ2 is ∆Γ(syst.) ! 0.3. The H.E.S.S. energy
scale uncertainty of 15% is visualized by the double
arrow.
The H.E.S.S. data show no indication of an excess and
sharp cutoff in the electron spectrum as reported by
ATIC. Since H.E.S.S. measures the electron spectrum
only above 340 GeV, one cannot test the rising section of
the ATIC-reported excess. Although different in shape,
an overall consistency of the ATIC spectrum with the
H.E.S.S. result can be obtained within the uncertainty of
the H.E.S.S. energy scale of about 15 %. The deviation
between the ATIC and the H.E.S.S data is minimal
at the 20 % confidence level (assuming Gaussian errors
for the systematic uncertainty dominating the H.E.S.S.
measurement) when applying an upward shift of 10 % in
energy to the H.E.S.S. data. The shift is well within the
uncertainty of the H.E.S.S. energy scale. In this case
the H.E.S.S. data overshoot the measurement of balloon
experiments above 800 GeV, but are consistent given the
large statistical errors from balloon experiments at these
energies. A model calculation of how a Kaluza-Klein
(KK) signature with a mass of 620 GeV [4] and a flux
approximated to fit the ATIC data would appear in the
H.E.S.S. data is shown in Fig. 3. Due to the limited

2009年11月10日火曜日



H.E.S.S.  Electron Spectrum 3

reduces the event statistics but enables to lower the
analysis threshold to 340 GeV. The effective collection
area at 340 GeV is ≈ 4 × 104 m2. With a live-time of
77 hours of good quality data, a total effective exposure
of ≈ 2.2 × 107 m2 sr s is achieved at 340 GeV. Owing to
the steepness of the electron spectrum, the measurement
at lower energies is facilitated by the comparatively
higher fluxes. The ζ distribution in the energy range of
340 to 700 GeV is shown in Fig. 1.

The low-energy electron spectrum resulting from

!
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FIG. 1: The measured distribution of the parameter ζ,
compared with distributions for simulated protons and elec-
trons, for showers with reconstructed energy between 0.34 and
0.7 TeV (the energy range of the extension towards lower en-
ergies compared to the analysis presented in [8]). The best
fit model combination of electrons and protons is shown as
a shaded band. The proton simulations use the SIBYLL
hadronic interaction model. Distributions differ from the ones
presented in Fig. 1 of [8] because of the energy dependence of
the ζ parameter.

this analysis is shown in Fig. 2 together with previ-
ous data of H.E.S.S. and balloon experiments. The
spectrum is well described by a broken power law
dN/dE = k · (E/Eb)−Γ1 · (1 + (E/Eb)1/α)−(Γ2−Γ1)α

(χ2/d.o.f. = 5.6/4, p = 0.23) with a normalization
k = (1.5 ± 0.1) × 10−4 TeV−1 m−2 sr−1 s−1, and a break
energy Eb = 0.9±0.1 TeV, where the transition between
the two spectral indices Γ1 = 3.0±0.1 and Γ2 = 4.1±0.3
occurs. The parameter α denotes the sharpness of the
transition, the fit prefers a sharp transition, α < 0.3.
The shaded band indicates the uncertainties in the
flux normalization that arise from uncertainties in the
modeling of hadronic interactions and in the atmospheric
model, and are derived in the same fashion as in the
initial paper [8]. The band is centered around the broken
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FIG. 2: The energy spectrum E3 dN/dE of cosmic-ray elec-
trons as measured by ATIC [4], PPB-BETS [12], emul-
sion chamber experiments [3] and H.E.S.S. Previous H.E.S.S.
data [8] are shown as blue points, the result of the low-energy
analysis presented here as red points. The shaded bands in-
dicate the approximate systematic error arising from uncer-
tainties in the modeling of hadronic interactions and in the
atmospheric model in the two analyses. The double arrow in-
dicates the effect of an energy scale shift of 15%, the approx-
imate systematic uncertainty on the H.E.S.S. energy scale.
The fit function is described in the text.

power law fit. The systematic error on the spectral
indices Γ1, Γ2 is ∆Γ(syst.) ! 0.3. The H.E.S.S. energy
scale uncertainty of 15% is visualized by the double
arrow.
The H.E.S.S. data show no indication of an excess and
sharp cutoff in the electron spectrum as reported by
ATIC. Since H.E.S.S. measures the electron spectrum
only above 340 GeV, one cannot test the rising section of
the ATIC-reported excess. Although different in shape,
an overall consistency of the ATIC spectrum with the
H.E.S.S. result can be obtained within the uncertainty of
the H.E.S.S. energy scale of about 15 %. The deviation
between the ATIC and the H.E.S.S data is minimal
at the 20 % confidence level (assuming Gaussian errors
for the systematic uncertainty dominating the H.E.S.S.
measurement) when applying an upward shift of 10 % in
energy to the H.E.S.S. data. The shift is well within the
uncertainty of the H.E.S.S. energy scale. In this case
the H.E.S.S. data overshoot the measurement of balloon
experiments above 800 GeV, but are consistent given the
large statistical errors from balloon experiments at these
energies. A model calculation of how a Kaluza-Klein
(KK) signature with a mass of 620 GeV [4] and a flux
approximated to fit the ATIC data would appear in the
H.E.S.S. data is shown in Fig. 3. Due to the limited
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30 Stanford University, HEPL & KIPAC, Stanford, CA 94305-4085, USA

The measurement of an excess in the cosmic-ray electron spectrum between 300 and
800 GeV by the ATIC experiment has - together with the PAMELA detection of a rise
in the positron fraction up to ≈ 100 GeV - motivated many interpretations in terms of dark
matter scenarios; alternative explanations assume a nearby electron source like a pulsar or
supernova remnant. Here we present a measurement of the cosmic-ray electron spectrum
with H.E.S.S. starting at 340 GeV. The H.E.S.S. data with their lower statistical errors show
no indication of a structure in the electron spectrum, but rather a power-law spectrum with
spectral index of 3.0 ± 0.1(stat.) ± 0.3(syst.) which steepens at about 1 TeV.

PACS numbers: 95.85.Ry

Cosmic-ray electrons1 above a few GeV lose their
energy rapidly via inverse Compton scattering and
synchrotron radiation resulting in short cooling time
and hence range. Therefore, they must come from
a few nearby sources [1, 2, 3]. Recently, the ATIC
collaboration reported the measurement of an excess
in the electron spectrum [4]. The excess appears as a
peak in E3 Φ(E) where Φ is the differential electron
flux; it can be approximated as a component with a
power law index around 2 and a sharp cutoff around
620 GeV. Combined with the excess in the positron
fraction measured by PAMELA [5], the peak feature of
the ATIC measurement has been interpreted in terms
of a dark matter signal or a contribution of a nearby
pulsar (e.g. [6] and references given there). In the case
of dark matter, the structure in the electron spectrum
can be explained as caused by dark matter annihilation
into low multiplicity final states, while in the case of a
pulsar scenario the structure arises from a competition
between energy loss processes of pulsar electrons (which
impose an energy cutoff depending on pulsar age) and
energy-dependent diffusion (which favors high-energy
particles in case of more distant pulsars).
The possibility to distinguish between a nearby electron
source and a dark matter explanation with imaging
atmospheric Cherenkov telescopes has been discussed by
Hall and Hooper [7]. Imaging atmospheric Cherenkov
telescopes (IACTs) have five orders of magnitude larger
collection areas than balloon and satellite experiments
and can therefore measure TeV electrons with excellent
statistics. Hall and Hooper assume that a structure
in the electron spectrum should be visible even in
the presence of a strong background of misidentified
nucleonic cosmic rays. However, the assumption of a
smooth background is oversimplified; in typical analyses
the background rejection varies strongly with energy
and without reliable control or better subtraction of
the background, decisive results are difficult to achieve.

[1] The term electrons is used generically in the following to refer
to both electrons and positrons since most experiments do not
discriminate between particle and antiparticle.

In a recent publication, the High Energy Stereoscopic
System (H.E.S.S.) Collaboration has shown that such a
subtraction is indeed possible, reporting a measurement
of the electron spectrum in the range of 700 GeV to
5 TeV [8].
Here an extension of this measurement towards lower
energies is presented, partially covering the range of the
reported ATIC excess. H.E.S.S. [9] is a system of four
imaging atmospheric Cherenkov telescopes in Namibia.
While designed for the measurement of γ-ray initiated
air-showers, it can be used to measure cosmic-ray
electrons as well. The basic properties of the analysis of
cosmic-ray electrons with H.E.S.S. have been presented
in [8]. For the analysis, data from extragalactic fields
(with a minimum of 7◦ above or below the Galactic
plane) are used excluding any known or potential γ-ray
source in order to avoid an almost indistinguishable
γ-ray contribution to the electron signal. As the diffuse
extragalactic γ-ray background is strongly suppressed
by pair creation on cosmic radiation fields [10], its con-
tribution to the measured flux is commonly assumed to
be negligible. For an improved rejection of the hadronic
background a Random Forest algorithm [11] is used.
The algorithm uses image information to estimate the
electron likeness ζ of each event. To derive an electron
spectrum, a cut on ζ of ζ > 0.6 is applied and the
number of electrons is determined in independent energy
bands by a fit of the distribution in ζ with contributions
of simulated electrons and protons. The contribution of
heavier nuclei is sufficiently suppressed for ζ > 0.6 as not
to play a role. For an extension of the spectrum towards
lower energies, the analysis has been modified to improve
the sensitivity at low energies. In the event selection
cuts, the minimum image amplitude has been reduced
from 200 to 80 photo electrons to allow for lower energy
events. In order to guarantee good shower reconstruc-
tion, only events with a reconstructed distance from the
projected core position on the ground to the array center
of less than 100 m are included. Additionally, only data
taken between 2004 and 2005 are used. The reason is
that the H.E.S.S. mirror reflectivity degrades over time
and a reduced light yield corresponds to an increased
energy threshold. The new data and event selection
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Propagation of Electrons in Galaxy

• Diffusion Equation

• Typical propagation length

• Diffusion zone is approximated 

to be a cylinder

diffusion  (synchrotron 
motion in magnetic field)

energy loss by synchrotron
and inverse Compton

source

b(E) = 10−16GeVs−1(E/GeV)2
K(E) = K0(E/GeV)δ ∼ 3× 1027cm2s−1(E/GeV)0.6

2L R

� ∼
√

K∆t ∼
�

KE/b ∼ (a few kpc)× (E/GeV)−(1−δ)/2

Φ(E) =
c

4π
fe±(E, �R⊙)

∂fe±(E,�r)
∂t

= K(E)∇2fe±(E,�r) +
∂

∂E
[b(e)fe±(E,�r)] + Q(E,�r)
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Three propergation models

• consistent B/C 

2L
R

M1 0.46 0.0765 15 20

MED 0.70 0.0112 4 20

M2 0.55 0.0060 1 20

δ K0(kpc2/Myr) L(kpc) R(kpc)

K(E) = K0(E/GeV)δ

M1 MED M2

Delahaye et al  PRD 77, 063527 (2008)

max electron flux

min electron flux

best fit to B/C 

2009年11月10日火曜日



Constraint on propagation parameters
• B/C

• B is purely secondary

• C is primary

• B/C is sensitive to the diffusion model parameters

 
 

  

Maurin et al  ApJ 555, 585 (2001)
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FIG. 2.ÈAs in Fig. 1, a best s2 is obtained for each and Left and right panels are similar to those in Fig. 1.V
c

VA/JK0.

to the power-law index as determined in Wiebel-d ] a
jSooth et al. (1998). Indeed, this number for the oxygen

species is equal to 2.68 as derived from HEAO 3 and many
other measurements. If instead we Ðx to be 2.8d ] aoxygen(as in Swordy et al. 1993), the Ðt improves (see Fig. 5).

5.2. Variation of the Di†usion Coefficient Spectral Index
We also tested di†erent values for d, and we Ðnd that

correspondingly the di†usion parameters giving a good Ðt
to B/C change. As an example, for a Ðxed value of the halo

FIG. 3.ÈThis curve displays the computed ratio of (10B]11B)/
(12C]13C]14C) for a conÐguration giving a reduced The experi-s

r
2 B 1.3.

mental points are from HEAO 3 ( Ðlled circles), ISEE (triangles), IMP 8
(open circle), Voyager (square), and balloons (crosses). [See the electronic
edition of the Journal for a color version of this Ðgure.]

thickness L \ 3 kpc, we Ðnd that d is allowed to vary
between 0.5 and 0.84. This is displayed in Figure 6. In the
whole parameter space, the range of d extends from approx-
imately 0.45È0.85, as one can see in Figure 7. In particular
the value d \ 0.33 corresponding to a Kolmogorov-like
turbulence spectrum is strongly disfavored (s2 [ 100). For
intermediate values of d, good models are obtained for the
full range in L (as in Fig. 1). For low values of d, models with
a small halo size L are excluded ; in particular for d \ 0.45,
there is no good model with L \ 15 kpc. Finally, for high
values of d, models with a large halo L are excluded, and for

FIG. 4.ÈThis curve displays the computed ratio of (Sc]Ti]V)/Fe for
the same conÐguration as in Fig. 3. The experimental points are from
HEAO 3 ( Ðlled circles), ISEE (triangles), Voyager (square), and balloons
(crosses). [See the electronic edition of the Journal for a color version of this
Ðgure.]

B/C =
10B + 11B

12C + 13C + 14C
sub Fe/Fe =

Sc + Ti + V

Fe

Maurin et al  ApJ 555, 585 (2001)

L = 9.5kpc K0/L = 0.00345kpc Mpc−1
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Dark matter interpretation of PAMERA, Fermi, H.E.S.S.

• “Bump” claimed by ATIC is not seen in Fermi

• smaller boost factor ( cross section)     B~1000

• larger dark matter mass  M = 1-4 TeV

• annihilating predominantly into  μ+ μ- is preferred
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FIG. 1: The 2σ contours in the enhancement factor - mass plane for a) annihilation to µ+µ−, b) the Nomura-Thaler model N3

and c) the Arkani-Hamed et al. model AH4. The contours are shown for PAMELA and Fermi, whereas the HESS data is only

used as an upper limit. The black dot is the example model shown in Fig.2.
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FIG. 2: Spectra for examples of good fit models in 1. The signal and background are shown for electrons (e+
+ e−) together

with Fermi [9] and HESS data [11, 27]. The HESS data and the background model has been rescaled with a factor 0.85. In

the inset, the positron fraction as measured with PAMELA is shown together with the predicted signal for the same model.

towards the galactic centre and dwarf spheroidals were
investigated. For Einasto or NFW profiles, the best fit
models are excluded due to gamma rays from the galactic
centre. However, for less steep profiles, like an isothermal
sphere, our best fit models are not excluded by these
data.

For the N and AH models, constraints from gamma
rays and radio (including final state radiation photons)
were investigated in [18]. The same conclusion holds for
these models, if the halo profile is an Einasto or NFW
profile (or steeper), the models are already excluded.
However, for shallower halo profiles, like an isothermal
sphere, the models are still viable. One should note that
the electron and positron fluxes discussed in this paper
are not very dependent on the choice of halo profile, so
the best-fit models derived here, would be more or less
the same for an NFW profile instead of the isothermal
profile we used in our analysis.

Given the large amounts of high-energy electrons and
positrons injected into the galaxy with these models, it
is also fair to wonder about secondary radiation from
inverse Compton scattering on the interstellar radiation
field [14, 15, 17, 28]. In [14] it is concluded that models
annihilating to µ+µ− are at tension with EGRET data

and that Fermi will be able to probe these models. Given
the new Fermi data, lower boost factors are needed than
those assumed in [14], so the tension with EGRET data is
less severe. However, Fermi should still be able to probe
these models. For the N3 and AH4 model, we get very
similar constraints [17] and these are also viable with a
shallow halo profile.

One should also note that we have chosen to work
with a rather standard halo and diffusion model, but it is
rather straightforward to rescale our results via the en-
hancement factor introduced in Eq. (1). Note that the
dependence on ρ0 and τ0 in Eq. (1) is a very good ap-
proximation for high energies. For lower energies (i.e. the
PAMELA range), it is more involved as the positrons at
these energies have propagated rather far. Keeping the
signal fixed at higher energies, it is possible to move the
signal from dark matter up at lower energies by having
a larger significant diffusion region (by having a larger
diffusion zone half height and a larger diffusion coeffi-
cient). Increasing τ0 will also increase the fluxes at low
energies slightly more than the linear relation in Eq. (1)
as positrons then sample a larger (and partly denser) re-
gion in the galaxy. These effects are more pronounced
for steeper halo profiles, like a Navarro-Frenk-White [29]
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FIG. 1: The 2σ contours in the enhancement factor - mass plane for a) annihilation to µ+µ−, b) the Nomura-Thaler model N3

and c) the Arkani-Hamed et al. model AH4. The contours are shown for PAMELA and Fermi, whereas the HESS data is only

used as an upper limit. The black dot is the example model shown in Fig.2.
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FIG. 2: Spectra for examples of good fit models in 1. The signal and background are shown for electrons (e+
+ e−) together

with Fermi [9] and HESS data [11, 27]. The HESS data and the background model has been rescaled with a factor 0.85. In

the inset, the positron fraction as measured with PAMELA is shown together with the predicted signal for the same model.

towards the galactic centre and dwarf spheroidals were
investigated. For Einasto or NFW profiles, the best fit
models are excluded due to gamma rays from the galactic
centre. However, for less steep profiles, like an isothermal
sphere, our best fit models are not excluded by these
data.

For the N and AH models, constraints from gamma
rays and radio (including final state radiation photons)
were investigated in [18]. The same conclusion holds for
these models, if the halo profile is an Einasto or NFW
profile (or steeper), the models are already excluded.
However, for shallower halo profiles, like an isothermal
sphere, the models are still viable. One should note that
the electron and positron fluxes discussed in this paper
are not very dependent on the choice of halo profile, so
the best-fit models derived here, would be more or less
the same for an NFW profile instead of the isothermal
profile we used in our analysis.

Given the large amounts of high-energy electrons and
positrons injected into the galaxy with these models, it
is also fair to wonder about secondary radiation from
inverse Compton scattering on the interstellar radiation
field [14, 15, 17, 28]. In [14] it is concluded that models
annihilating to µ+µ− are at tension with EGRET data

and that Fermi will be able to probe these models. Given
the new Fermi data, lower boost factors are needed than
those assumed in [14], so the tension with EGRET data is
less severe. However, Fermi should still be able to probe
these models. For the N3 and AH4 model, we get very
similar constraints [17] and these are also viable with a
shallow halo profile.

One should also note that we have chosen to work
with a rather standard halo and diffusion model, but it is
rather straightforward to rescale our results via the en-
hancement factor introduced in Eq. (1). Note that the
dependence on ρ0 and τ0 in Eq. (1) is a very good ap-
proximation for high energies. For lower energies (i.e. the
PAMELA range), it is more involved as the positrons at
these energies have propagated rather far. Keeping the
signal fixed at higher energies, it is possible to move the
signal from dark matter up at lower energies by having
a larger significant diffusion region (by having a larger
diffusion zone half height and a larger diffusion coeffi-
cient). Increasing τ0 will also increase the fluxes at low
energies slightly more than the linear relation in Eq. (1)
as positrons then sample a larger (and partly denser) re-
gion in the galaxy. These effects are more pronounced
for steeper halo profiles, like a Navarro-Frenk-White [29]
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Gamma-ray

Figure 7: Diffuse gamma-ray flux from DM annihilation averaged over |b| > 10◦ and
EGRET results for the case of annihilation into e+e− for the model (a) (left) and (b)
(right) in Table. 1.

Figure 8: Same as Fig. 7, but for DM annihilating into µ+µ−.

unknown [49]. If the final state particles of DM annihilation have electric charge, they
necessarily emit synchrotron radiation due to the Galactic magnetic field. It was discussed
that DM annihilation cross section with standard value (〈σv〉 = 3 × 10−26 cm−3s−1)
reproduces the so-called WMAP haze, which is unknown component of the radio emission
around the GC [50]. According to recent studies [51, 52], the constraint is relaxed by two
or three orders of magnitude. Thus it may also give comparable constraints with gamma-
rays. Extragalactic radio emission due to the cosmological DM annihilation taking into
account the effects of DM clustering, similar to the context given in this paper, was studied
in Ref. [53].

In this study we have assumed that the DM annihilation proceeds via s-wave process
and it is time-independent, i.e., 〈σv〉 is a constant. In general, however, it could depend
on the DM velocity. Especially, there are some DM models where the annihilation cross
section scales as ∝ v−1 [54, 55]. It was discussed that in such case the gamma-ray con-
tribution from the smallest halo formed in the earliest epoch is most important since the
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Figure 9: Same as Fig. 7, but for DM annihilating into τ+τ−.

Figure 10: Same as Fig. 7, but for DM annihilating into W+W−.

velocity dispersion of DM in such halos are small and the annihilation rate is significantly
enhanced [56]. BBN also gives stringent and robust bound on such DM models, since the
velocity dispersion of DM in the BBN era is small [23].
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Figure 2: DM annihilation contribution to the gamma-ray flux from the GC with solid
angle ∆Ω = 10−5 sr. We adopt DM models in table. 1 : DM annihilating into e+e− (top
left), µ+µ− (top right), τ+τ− (bottom left) and W+W− (bottom right).

As the Universe expands, structure formation due to gravitational collapses proceeds
and non-relativistic matter forms more and more halos with various scales. Inside the halo,
the DM annihilation rate is enhanced. Thus we must take into account distributions of
such DM halos and their effects on the diffuse gamma-ray flux. We write the gamma-ray
flux from the halo with mass M at redshift z as dφγ/dE ′(M, z) where E ′ is the gamma-ray
energy at the production, and is observed now as a photon with energy E = E ′/(1 + z)
due to the redshift. Hereafter, we neglect the effect of intergalactic absorption of gamma-
rays, which is irrelevant for the energy range we are interested in. The resulting diffuse
gamma-ray flux is given by

[
dΦγ

dE

]

ext

=
c

4π

∫
dz

H0h(z)

∫
dM

dn(z)

dM

dφγ

dE ′ (M, z), (10)

where c is the speed of light, H0 is the present Hubble parameter, h(z) =
√

ΩΛ + Ωm(1 + z)3,
dn/dM(z) denotes the number of halos with mass M at redshift z evaluated later. In the
following we evaluate the source gamma-ray flux dφγ/dE ′(M, z) and distributions of DM
halos dn/dM(z).
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