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Abstract

The goal of this paper is to define local weighted variable Sobolev spaces of fractional order and its characterization by wavelet. We first consider local weighted variable Sobolev spaces by means of weak derivatives and obtain wavelet characterization for these spaces. Using the Bessel potentials, we next define local weighted variable Sobolev spaces of fractional order. We show that Sobolev spaces obtained by weak derivatives and those by the Bessel potentials coincide. We also show that local weighted variable Sobolev spaces are closed under complex interpolation. Some examples are given including the applications to weighted uniformly local Lebesgue spaces with variable exponents and periodic function spaces as a byproduct, although the exponent is constant.
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1 Introduction

Compactly supported wavelets with the proper smoothness characterize various function spaces. In fact, we can obtain norms equivalent to those spaces by using some square functions that involve wavelet coefficients. The first author [22] and Kopaliani [28] have initially and independently obtained the wavelet characterizations of Lebesgue spaces with variable exponents. Later the characterizations were generalized by [25] to the Muckenhoupt weighted setting. One of the purpose of this paper is to enlarge the class of admissible weights to handle the weights $w(x) = \exp(A|x|)$ and $w(x) = (1 + |x|)^A$ with $A \in \mathbb{R}$.

The theory of Lebesgue spaces with variable exponents originates from [38]. After that, Nakano investigated Lebesgue spaces with variable exponents in his Japanese books [35, 36]. The theory of Lebesgue spaces with variable exponents was developed after Kováčik and Rákosník investigated Sobolev spaces with variable exponents in the 1990’s [29]. Among others, Diening investigated the boundedness of the Hardy–Littlewood maximal operator in [13], which paved the way to exhaustively investigate of variable exponent Lebesgue spaces. For example, Cruz-Uribe, Fiorenza and Neugebauer further studied the boundedness of the Hardy–Littlewood maximal operator in [8, 9]. We refer to [6, 24] as well as [41, p. 447] for more details. Moreover, the study on generalization of the classical Muckenhoupt weights in terms of variable exponent has been developed [5, 10]. Motivated by
Rychkov [39], the second and fourth authors [37] defined the class of local Muckenhoupt weights and obtained the boundedness of the local Hardy–Littlewood maximal operator.

In this paper, we further develop the theory of wavelets on local weighted Lebesgue spaces with variable exponents, which is a follow-up to [37]. We seek to characterize the spaces in terms of the inhomogeneous wavelet expansion.

In this paper, we use the following notation of a variable exponent. Let $p(\cdot) : \mathbb{R}^n \to [1, \infty)$ be a variable exponent. That is, $p(\cdot) : \mathbb{R}^n \to [1, \infty)$ is a measurable function. Additionally, let $w$ be a weight. That is, $w$ is a locally integrable function which is positive almost everywhere. Then we define the weighted variable Lebesgue space $L^{p(\cdot)}(w)$ to be the set of all measurable functions $f$ such that for some $\lambda > 0$,

$$
\int_{\mathbb{R}^n} \left( \frac{|f(x)|}{\lambda} \right)^{p(x)} w(x) \, dx < \infty.
$$

The infimum of such $\lambda$ is called the $L^{p(\cdot)}$-norm of $f$ and is denoted by $\|f\|_{L^{p(\cdot)}}$. When $p(\cdot)$ is the constant function $p$, $L^{p(\cdot)}(w)$ is simply the weighted Lebesgue space $L^{p}(w)$ with the coincidence of norms. When we investigate the boundedness of the Hardy–Littlewood maximal operator $M$ defined by (1.8), the following two conditions seem standard:

1. An exponent $r(\cdot)$ satisfies the local log-Hölder continuity condition if there exists $C > 0$ such that

$$
LH_0 : |r(x) - r(y)| \leq \frac{C}{\log |x - y|}, \quad x, y \in \mathbb{R}^n, \quad |x - y| \leq \frac{1}{2}.
$$

The set $LH_0$ collects all exponents $r(\cdot)$ which satisfy (1.1).

2. An exponent $r(\cdot)$ satisfies the log-Hölder continuity condition at $\infty$ if there exist $C > 0$ and $r_\infty \in [0, \infty)$ such that

$$
LH_\infty : |r(x) - r_\infty| \leq \frac{C}{\log(e + |x|)}, \quad x \in \mathbb{R}^n.
$$

The set $LH_\infty$ collects all exponents $r(\cdot)$ which satisfy (1.2).

We also recall the theory of wavelets. We can construct compactly supported wavelets (see [12, 31, 33, 41, 45] for example). Here and below, the wavelets and the scaling functions are assumed to belong to $C_c$, which is the set of all compactly supported continuous functions. For $L \in \mathbb{N} \cup \{0\}$, the set $\mathcal{P}_L$ denotes the set of all the measurable functions $f$ for which $(1 + | \cdot |)^L f \in L^1$ and $\int_{\mathbb{R}^n} x^\alpha f(x) \, dx = 0$ for all $\alpha \in (\mathbb{N} \cup \{0\})^n$ with $|\alpha| \leq L$. Such a function $f$ satisfies moment condition of order $L$. In this case, one also writes $f \perp \mathcal{P}_L$.

Choose compactly supported functions

$$
\varphi \text{ and } \psi^l \quad (l = 1, 2, \ldots, 2^n - 1)
$$

so that the following conditions are satisfied:
(1) For any \( J \in \mathbb{Z} \), the system

\[
\{ \varphi_{J,k}, \psi_{J,k}^l : k \in \mathbb{Z}^n, \ j \geq J, \ l = 1, 2, \ldots, 2^n - 1 \}
\]

is an orthonormal basis of \( L^2 \). Here, given a function \( F \) defined on \( \mathbb{R}^n \), we write

\[
F_{j,k} \equiv 2^{jn} F(2^j \cdot -k)
\]

for \( j \in \mathbb{Z} \) and \( k \in \mathbb{Z}^n \).

(2) The functions \( \varphi \) and \( \psi^l \) \((l = 1, 2, \ldots, 2^n - 1)\) belong to \( \mathcal{P}_{s+1}^+ \). In addition, they are real-valued and compactly supported with

\[
\text{supp}(\varphi) = \text{supp}(\psi^l) = [0, 2N - 1]^n
\]

for some \( N \in \mathbb{N} \).

We also define \( \chi_{j,k} \equiv 2^{jn} \chi_{Q_{j,k}} \) and \( \chi_{j,k}^* \equiv 2^{jn} \chi_{Q_{j,k}^*} \) for \( j \in \mathbb{Z} \) and \( k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}^n \), where \( Q_{j,k} \) and \( Q_{j,k}^* \) are the dyadic cube and its expansion given by (1.6) and (1.7), respectively. Then using the \( L^2 \)-inner product \( \langle \cdot, \cdot \rangle \), for \( f \in L_{\text{loc}}^1 \), we define two square functions \( Vf, W_sf \) by

\[
Vf \equiv V^\varphi f \equiv \left( \sum_{k \in \mathbb{Z}^n} |\{f, \varphi_{J,k}\} \chi_{J,k}|^2 \right)^{\frac{1}{2}},
\]

\[
W_sf \equiv W_s^{\psi^l} f \equiv \left( \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |2^{ls} \langle f, \psi_{J,k}^l \rangle \chi_{J,k}|^2 \right)^{\frac{1}{2}}.
\]

Here, \( J \) is a fixed integer. For the time being, we assume that \( s \in \mathbb{N} \). We consider the case \( s \in \mathbb{R} \) after Section 4.

Denote by \( \mathcal{Q} \) the set of all compact cubes whose edges are parallel to the coordinate axes. We mix the notions considered in [5, 10, 39] to define the local Muckenhoupt class as follows:

**Definition 1.1.** Given an exponent \( p(\cdot) : \mathbb{R}^n \to [1, \infty) \) and a weight \( w, w \in A_{p(\cdot)}^{\text{loc}} \), if

\[
[w]_{A_{p(\cdot)}^{\text{loc}}} \equiv \sup_{Q \in \mathcal{Q}, |Q| \leq 1} [Q]^{-1} \| \chi_Q \|_{L^{p(\cdot)}(w)} \| \chi_Q \|_{L^{p(\cdot)}(\sigma)} < \infty,
\]

where \( \sigma \equiv w^{-\frac{1}{p(\cdot) - 1}} \) and the supremum is taken over all cubes \( Q \in \mathcal{Q} \) with volumes less than or equal to 1.

Recall that Muckenhoupt and Wheeden considered the class \( A_p \). See [18, 43, 41] for more about this class. Rychkov extended the class \( A_p \) to \( A_{p(\cdot)}^{\text{loc}} \) in [39], while Cruz-Uribe, Fiorenza, and Neugebauer extended the class \( A_p \) to \( A_{p(\cdot)}^{\text{loc}} \) in [10]. The present work mixes these two works. A remarkable difference from the classes \( A_{p(\cdot)} \) and \( A_{p(\cdot)}^{\text{loc}} \) is that our definition restricts the cube sizes. Once we remove the volume restriction in the supremum appearing in the definition of \( [w]_{A_{p(\cdot)}^{\text{loc}}} \), we obtain the \( A_{p(\cdot)} \)-norm.

Unlike the classes \( A_p \) and \( A_{p(\cdot)} \), we can consider \( w(x) = \exp(\alpha |x|) \) for any \( \alpha \in \mathbb{R} \). Another typical example is \( w(x) = (1 + |x|)^4 \) for any \( A \in \mathbb{R} \).
We fix \( s \in \mathbb{N} \cup \{0\} \) to develop the theory of local weighted variable Sobolev spaces \( L^{p(\cdot),s}(w) \). Let \( p(\cdot) : \mathbb{R}^n \to [1, \infty) \) be a variable exponent, and \( w \) be a weight. We have defined the local weighted Lebesgue space \( L^{p(\cdot)}(w) \) with variable exponents \( p(\cdot) \) above. If \( w = 1 \) almost everywhere, then \( L^{p(\cdot)}(w) \) is a non-weighted variable Lebesgue space, and we can write \( L^{p(\cdot)}(w) = L^{p(\cdot)}(1) \). Moreover, if \( p(\cdot) \) equals to a constant \( p \), then \( L^{p(\cdot)} = L^p \), which is the usual \( L^p \) space. When we consider non-weighted function spaces defined on \( \mathbb{R}^n \), we can simply write \( L^2 \equiv L^2(1) \), \( L^1_{loc} \equiv L^1_{loc}(1) \), etc. We also note that \( L^{p(\cdot)}(w) \subset L^1_{loc} \), provided that \( w^{\frac{1}{p(\cdot)-1}} \) is locally integrable. We define local weighted Sobolev spaces with variable exponents by means of weak derivatives.

**Definition 1.2.** Let \( p(\cdot) : \mathbb{R}^n \to [1, \infty) \) be a variable exponent, \( w \) be a weight and \( s \in \mathbb{N} \). Suppose that \( w^{-\frac{1}{p(\cdot)-1}} \) is locally integrable. The local weighted Sobolev space \( L^{p(\cdot),s}(w) \) is the space of all measurable functions \( f \in L^{p(\cdot)}(w) \) satisfying that the weak derivatives \( D^\alpha f \) belong to \( L^{p(\cdot)}(w) \) for all \( \alpha \in (\mathbb{N} \cup \{0\})^n = \{0,1,\ldots\}^n \) with \( |\alpha| \leq s \).

The goal of this paper is to establish a wavelet characterization of the local weighted Sobolev space \( L^{p(\cdot),s}(w) \) with a variable exponent, which is established in [26] for \( s = 0 \).

**Theorem 1.3.** Suppose that \( p(\cdot) \in \mathcal{L}H_0 \cap \mathcal{L}H_\infty \) satisfies \( 1 < p_- \equiv \text{essinf}_{x \in \mathbb{R}^n} p(x) \leq p_+ \equiv \text{esssup}_{x \in \mathbb{R}^n} p(x) < \infty \). Let \( s \in \mathbb{N} \) and \( w \in A_{p(\cdot)}^{loc} \). Fix \( J \in \mathbb{Z} \) arbitrarily. Then there exists a constant \( C > 0 \) such that, for all \( f \in L^{p(\cdot),s}(w) \),

\[
C^{-1}\|f\|_{L^{p(\cdot),s}(w)} \leq \|Vf\|_{L^{p(\cdot)}(w)} + \|W_s f\|_{L^{p(\cdot)}(w)} \leq C \|f\|_{L^{p(\cdot),s}(w)}.
\]

More precisely, for all \( f \in L^1_{loc} \), we have the following two assertions:

1. If \( f \in L^{p(\cdot),s}(w) \), then we have (1.5).
2. If \( Vf + W_s f \in L^{p(\cdot)}(w) \), then \( f \in L^{p(\cdot),s}(w) \) and (1.5) holds.

We harvest a corollary, which can be obtained from the proof of Theorem 1.3.

**Corollary 1.4.** Suppose that \( p(\cdot) \in \mathcal{P} \cap \mathcal{L}H_0 \cap \mathcal{L}H_\infty \), and let \( w \in A_{p(\cdot)}^{loc} \) and \( s \in \mathbb{N} \). Then the following two norms

\[
\|f\|_{L^{p(\cdot),s}(w)} \equiv \sum_{|\alpha| \leq s} \|D^\alpha f\|_{L^{p(\cdot)}(w)}, \quad \|f\|_{L^{p(\cdot)}(w)} + \sum_{|\alpha|=s} \|D^\alpha f\|_{L^{p(\cdot)}(w)}
\]

are equivalent.

It should be noted that Corollary 1.4 extends the results in [20, 23], where Hernández and Weiss considered the case \( w = 1 \) in [20] and Izuki considered the case where \( p(\cdot) \) is a constant exponent. It is noteworthy that these existing results are used for wavelet characterizations in these papers [20, 23]. The crucial point is that the duality result is unnecessary for this characterization.
Our result extends the one in [30] to the variable exponent setting and the one in [25] to the local weight setting. Note that $L^{p(\cdot)}(w)$ is a subset of $L^1_{\text{loc}}$ since $w \in A_{p(\cdot)}^{\text{loc}}$. See Section 2 for details.

The study of local weighted function spaces is useful since it yields some results for function spaces such as uniformly local Lebesgue spaces and amalgam spaces. Although weighted uniformly local Lebesgue spaces with variable exponents do not fall directly within the scope of the function spaces dealt with in this paper, by using an equivalent characterization, we can obtain the wavelet characterization. Originally, uniformly local Lebesgue spaces were considered as a special case of amalgam spaces handled in [2, 4, 16, 21, 27]. Here, in the context of weighted Lebesgue spaces with variable exponents, we extend the notion of uniformly local Lebesgue spaces to weighted uniformly local Lebesgue spaces with variable exponents. We seek to obtain the wavelet characterization in weighted amalgam spaces with variable exponents, in particular the one in weighted uniformly local Lebesgue spaces with variable exponents. It is noteworthy that the atomic decomposition considered in textbooks [41, 44] cannot be used for our discussion because there is no canonical operator such as $Vf$ and $W_{s}f$.

The rest of this paper is organized as follows: In Section 2, we collect some preliminary facts. Section 3 proves Theorem 1.3. Section 4 generalizes the definition of $L^{p(\cdot),s}(w)$, and considers the case of $s > 0$ instead of $s \in \mathbb{N}$. As applications, Section 5 considers pointwise multipliers and diffeomorphisms and refines the complex interpolation result obtained in Section 4. We handle local weighted Sobolev spaces with negative smoothness in Section 6. Examples are provided in Section 7. We present two prominent examples of exponential weights and polynomial weights. As another example, we consider weighted uniformly local Lebesgue spaces with variable exponents.

Herein we use the following notation:

1. The set $\mathbb{N}_0 \equiv \{0,1,\ldots\}$ consists of all non-negative integers.

2. Let $E$ be a set. Then we denote its indicator function by $\chi_E$.

3. A set $S$ is a dyadic cube if

$$S = Q_{j,k} = \prod_{m=1}^{n} [2^{-j}k_m, 2^{-j}(k_m + 1)]$$

for some $j \in \mathbb{Z}$ and $k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}^n$. Likewise, we define

$$Q_{j,k}^* = \prod_{m=1}^{n} [2^{-j}k_m, 2^{-j}(k_m + 2N - 1)]$$

where $N$ is from (1.4).

4. Write $\mathcal{D}_j \equiv \{Q_{j,k} : k \in \mathbb{Z}^n\}$ for each $j \in \mathbb{Z}$.

5. For $j \in \mathbb{Z}$ and $k \in \mathbb{Z}^n$, we let

$$\chi_{j,k} = 2^j 2^n \chi_{Q_{j,k}^*} = 2^j 2^n \chi_{\prod_{m=1}^{n} [2^{-j}k_m, 2^{-j}(k_m + 2N - 1)]},$$

$$\chi_{j,k} = 2^j 2^n \chi_{Q_{j,k}^*} = 2^j 2^n \chi_{\prod_{m=1}^{n} [2^{-j}k_m, 2^{-j}(k_m + 2N - 1)]},$$
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where $N$ is from (1.4). Each function $\chi_{j,k}^*$ is called the modified indicator function.

(6) Let $Q_0 \equiv \prod_{m=1}^{n} [a_m, b_m]$ be a cube. A dyadic cube with respect to $Q_0$ is the set of the form

$$\prod_{m=1}^{n} \left[ a_m + \frac{k_m - 1}{2^j}(b_m - a_m), a_m + \frac{k_m}{2^j}(b_m - a_m) \right]$$

for some $j \in \mathbb{N}_0$ and $k = (k_1, k_2, \ldots, k_n) \in \{1, 2, 3, \ldots, 2^j\}^n$. The set $\mathcal{D}(Q_0)$ collects all dyadic cubes with respect to a cube $Q_0$.

(7) Given a cube $Q$, we denote by $c(Q)$ the center of $Q$ and by $\ell(Q)$ the side length of $Q$: $Q = Q(c(Q), \ell(Q))$ and $\ell(Q) \equiv |Q|^\frac{1}{n}$, where $|Q|$ denotes the volume of the cube $Q$. For $r > 0$, we write $Q(r) \equiv Q(0, r)$. In addition, $|E|$ is the Lebesgue measure for general measurable set $E \subset \mathbb{R}^n$.

(8) The letter $C$ denotes positive constants that may change from one occurrence to another. Let $A, B \geq 0$. Then $A \lesssim B$ means that there exists a constant $C > 0$ such that $A \leq CB$, where $C$ depends only on the parameters of importance. The symbol $A \sim B$ means that $A \lesssim B$ and $B \lesssim A$ occur simultaneously.

(9) Let $\mathcal{M}$ be the set of all complex-valued measurable functions defined on $\mathbb{R}^n$. Likewise, for a measurable set $E$, let $\mathcal{M}(E)$ be the set of all complex-valued measurable functions defined on $E$.

(10) The symbol $\langle f, g \rangle$ denotes the $L^2$-inner product. That is,

$$\langle f, g \rangle \equiv \int_{\mathbb{R}^n} f(x)\overline{g(x)} \, dx$$

for all complex-valued measurable $L^2$-functions $f, g$ defined on $\mathbb{R}^n$. Let $L^p(\mathbb{T}^n)$ be the set of all $p$-locally integrable functions $f$ with period 1 for which

$$\|f\|_{L^p(\mathbb{T}^n)} \equiv \left( \int_{[0,1]^n} |f(x)|^p \, dx \right)^{\frac{1}{p}} < \infty.$$ 

The symbol $\langle f, g \rangle_{L^2(\mathbb{T}^n)}$ stands for the $L^2$-inner product on $\mathbb{T}^n$. That is, we write

$$\langle f, g \rangle_{L^2(\mathbb{T}^n)} \equiv \int_{[0,1]^n} f(x)\overline{g(x)} \, dx$$

for all $f, g \in L^2(\mathbb{T}^n)$. We use these symbols as long as the integral makes sense for any couple $(f, g)$ of measurable functions.

(11) The set $\mathcal{P}$ consists of all $p(\cdot) : \mathbb{R}^n \to [1, \infty)$ such that $1 < p_- \leq p_+ < \infty$. 
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Let \( f \) be a measurable function. We consider the local maximal operator given by
\[
M_{\text{loc}} f(x) \equiv \sup_{Q \in \mathcal{Q}, |Q| \leq 1} \frac{\chi_{Q}(x)}{|Q|} \int_{Q} |f(y)|dy \quad (x \in \mathbb{R}^n).
\]

Needless to say, this is an analog of the Hardy–Littlewood maximal operator given by
\[
M f(x) \equiv \sup_{Q \in \mathcal{Q}} \frac{\chi_{Q}(x)}{|Q|} \int_{Q} |f(y)|dy \quad (x \in \mathbb{R}^n).
\]
(1.8)

Let \( K \in \mathbb{N} \). The operator \((M_{\text{loc}})^K\) is the \( K \)-fold composition of \( M_{\text{loc}}\).

Let \( E \) be a measurable set in \( \mathbb{R}^n \). For a function \( f : E \to \mathbb{C} \), \( f^* \) denotes its decreasing rearrangement.

### 2 Preliminaries

Here, we collect preliminary facts used in this paper. Section 2.1 recalls generalized local Calderón–Zygmund operators. We collect useful inequalities in variable exponent Lebesgue spaces in Section 2.2. Section 2.3 is devoted to relations in a certain pair of compactly supported smooth functions. We summarize the properties of the Gamma functions in Section 2.4. We recall the definition of the complex interpolation functor in Section 2.5. To consider the complex interpolation of weighted Sobolev spaces with variable exponents, we generalize the Calderón product to vector-valued case in Section 2.6.

#### 2.1 Generalized local Calderón–Zygmund operators

The proof of Theorem 1.3 uses the boundedness of generalized local Calderón–Zygmund operators. Given a function space \( X \), \( X_c \) denotes the set of all functions \( f \in X \) with compact support. An \( L^2 \)-bounded linear operator \( T \) is a (generalized) local Calderón–Zygmund operator (with the kernel \( K \)), if it satisfies the following conditions:

1. There exists \( K \in L^1_{\text{loc}}(\mathbb{R}^n \times \mathbb{R}^n \setminus \{(x, x) : x \in \mathbb{R}^n\}) \) such that, for all \( f \in L_c^2 \),
   \[
   Tf(x) = \int_{\mathbb{R}^n} K(x, y)f(y)dy \text{ for almost all } x \notin \text{supp}(f). \tag{2.1}
   \]

2. There exist constants \( \gamma_0, D_1 = D_1(T) \) and \( D_2 = D_2(T) \) such that the two conditions below hold for all \( x, y, z \in \mathbb{R}^n \):
   - (i) Local size condition:
     \[
     |K(x, y)| \leq D_1|x - y|^{-n} \chi_{[-\gamma_0, \gamma_0]^n}(x - y) \tag{2.2}
     \]
     if \( x \neq y \),
(ii) Hörmander’s condition:

\[ |K(x, z) - K(y, z)| + |K(z, x) - K(z, y)| \leq D_2 \frac{|x - y|}{|x - z|^{n+1}} \]  

(2.3)

if 0 < 2|x - y| < |z - x|.

This is analogous to generalized singular integral operators, which requires

\[ |K(x, y)| \leq D_1|x - y|^{-n} \]  

(2.4)

instead of (2.2) if \( x \neq y \). In [26], we showed that all generalized local singular integral operators initially defined on \( L^2 \) can be extended to a bounded linear operator on \( L^{p(\cdot)}(w) \) for any \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \) and \( w \in A_{p(\cdot)}^{loc} \).

**Proposition 2.1.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Let \( T \) be a generalized local singular integral operator, and \( w \in A_{p(\cdot)}^{loc} \). Then \( T \) is bounded on \( L^{p(\cdot)} \) with the norm estimate

\[ \|T\|_{L^{p(\cdot)}(w) \rightarrow L^{p(\cdot)}(w)} \lesssim \|T\|_{L^2 \rightarrow L^2} + D_1(T) + D_2(T). \]

In addition to the generalized local singular integral operators considered in [26], we need to consider another type of generalized local singular integral operators. To track the size of the operator norms, we recall [41, Theorem 1.67] with \( K = n + 2 \).

**Proposition 2.2** (Hörmander–Mikhlin multiplier theorem). Choose \( \psi \in C_c^\infty(Q(4) \setminus Q(1)) \) so that \( \sum_{j=-\infty}^{\infty} \psi_j \equiv \chi_{\mathbb{R}^n \setminus \{0\}} \). Assume that \( m \in C^{n+2}(\mathbb{R}^n \setminus \{0\}) \cap L_\infty \) satisfies

\[ M_\alpha \equiv \sup_{\xi \in \mathbb{R}^n \setminus \{0\}} |\xi|^{\alpha} |D^{\alpha}m(\xi)| < \infty \]  

(2.5)

for all \( |\alpha| \leq n + 2 \).

(1) The function \( \mathcal{K} \equiv \sum_{j=-\infty}^{\infty} \mathcal{F}^{-1}[\psi(2^{-j}\cdot)m] \) is independent of the choice of \( \psi \) and all the partial derivatives up to order 1 converge uniformly over any compact set \( \mathbb{R}^n \setminus \{0\} \). Furthermore, for \( j = 1, 2, \ldots, n \),

\[ |\mathcal{K}(x)| \lesssim |x|^{-n} , \quad |\partial_j \mathcal{K}(x)| \lesssim |x|^{-n-1} \quad (x \in \mathbb{R}^n \setminus \{0\}) \]  

(2.6)

where the implicit constants depend on \( \{M_\alpha\}_{\alpha \in \mathbb{N}_0^n, |\alpha| \leq n+2} \), and we can write

\[ \int_{\mathbb{R}^n} \mathcal{K}(x) \varphi(x) dx = \int_{\mathbb{R}^n} \mathcal{F}^{-1}m(x) \varphi(x) dx \]  

(2.7)

for all \( \varphi \in C_c^\infty(\mathbb{R}^n \setminus \{0\}) \).

(2) Let \( 1 < p < \infty \). Then the \( L^2 \)-bounded operator

\[ f \mapsto m(D)f \equiv \mathcal{F}^{-1}[m \cdot \mathcal{F}f] \quad (f \in L^2) \]

extends to an \( L^p \)-bounded linear operator naturally. More precisely, if \( f \in L^2 \) is compactly supported, then

\[ m(D)f(x) = (2\pi)^{-\frac{n}{2}} \int_{\mathbb{R}^n} \mathcal{K}(y)f(x - y)dy \]  

(2.8)

for almost all \( x \notin \text{supp}(f) \).
2.2 Observations on local weighted Lebesgue spaces with variable exponents

Here, we prove Hölder’s inequality for weighted variable exponent Lebesgue spaces.

Lemma 2.3. Let \( w_0 \in A_{p_0}^{\infty} \) and \( w_1 \in A_{p_1}^{\infty} \) with \( p_0(\cdot), p_1(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Define a weight \( w \) and a variable exponent \( p(\cdot) \) by

\[
\frac{1}{p(\cdot)} = \frac{1}{p_0(\cdot)} w_0^{\frac{1-\theta}{p_0(\cdot)}} w_1^{\frac{\theta}{p_1(\cdot)}}, \quad \frac{1}{p(\cdot)} = \frac{1-\theta}{p_0(\cdot)} + \frac{\theta}{p_1(\cdot)}.
\]

Then \( w \in A_{p(\cdot)}^{\infty} \) with the estimate

\[
[w]_{A_{p(\cdot)}^{\infty}} \leq 2([w_0]_{A_{p_0}^{\infty}})^{1-\theta}([w_1]_{A_{p_1}^{\infty}})^{\theta}.
\] (2.9)

Proof. Let \( Q \) be a cube with \( |Q| \leq 1 \). By the definition of \( w \),

\[
\|\chi_Q\|_{L^p(\cdot)(w)} = \|w^{\frac{1}{p(\cdot)}} \chi_Q\|_{L^p(\cdot)} = \|w_0^{\frac{1-\theta}{p_0(\cdot)}} w_1^{\frac{\theta}{p_1(\cdot)}} \chi_Q\|_{L^p(\cdot)}
\]

Using Hölder’s inequality, we have

\[
\|\chi_Q\|_{L^p(\cdot)(w)} \leq 2([w_0]_{A_{p_0}^{\infty}})^{1-\theta}([w_1]_{A_{p_1}^{\infty}})^{\theta}.
\]

If we take the supremum over \( Q \), then we obtain \( w \in A_{p(\cdot)}^{\infty} \) with (2.9). \( \square \)

We use the localization principle among the other properties of variable exponent Lebesgue spaces.

Proposition 2.4. [19, Theorem 2.4] Assume that \( p(\cdot) \in \mathcal{P} \cap LH_\infty \). Then for any \( f \in \mathcal{M} \),

\[
\left\{ \sum_{m \in Z^n} \left( \|f \chi_{m+[n]}\|_{L^p(\cdot)} \right)^{p_\infty} \right\}^{\frac{1}{p_\infty}} \sim \|f\|_{L^p(\cdot)}.
\]

We move on to the maximal inequality. In [37], the maximal inequality (Proposition 2.5) and its vector-valued extension (Proposition 2.7) were obtained.

Proposition 2.5. [37, Theorem 1.2] Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Then given any \( w \in A_{p(\cdot)}^{\infty} \), there exists a constant \( D > 0 \) such that \( \|M^{\text{loc}} f\|_{L^p(\cdot)(w)} \leq D\|f\|_{L^p(\cdot)(w)} \) for all \( f \in L^p(\cdot)(w) \).

This result corresponds to the ones obtained in [5, 7].

Corollary 2.6. Let \( B > 2n + 6 \log D \) and write \( K(x) \equiv \exp(-B|x|) \). Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Then given any \( w \in A_{p(\cdot)}^{\infty} \), there exists a constant \( C > 0 \) such that \( \|K * f\|_{L^p(\cdot)(w)} \leq C\|f\|_{L^p(\cdot)(w)} \) for all \( f \in L^p(\cdot)(w) \).

We follow the idea of [39, Lemma 2.11] for the proof.
Proof. Fix $x \in \mathbb{R}^n$. We decompose

$$K(x) \leq K(x) \chi_{[-1,1]^n}(x) + \sum_{j=1}^{\infty} K(x) \chi_{[-\frac{1}{2j-1},\frac{1}{j}]}^{n} \chi_{[-\frac{1}{2(j-1)},\frac{1}{j}]}^{n}(x).$$

Since

$$\chi_{[0,1]^n} \ast \chi_{[0,1]^n} \ast \cdots \ast \chi_{[0,1]^n}(x) \geq 2^{-n} \chi_{[-\frac{1}{2(j-1)},\frac{1}{j}]}^{n}(x)$$

for each $j \in \mathbb{N}$, we obtain

$$K(x) \leq \chi_{[-1,1]^n}(x) + \sum_{j=1}^{\infty} 2^{j} \exp \left( -\frac{1}{2} Bj \right) \chi_{[-1,1]^n} \ast \cdots \ast \chi_{[-1,1]^n}(x)$$

$$\leq \chi_{[-1,1]^n}(x) + \sum_{j=1}^{\infty} \exp \left( \left( n - \frac{1}{2} B \right) j \right) \chi_{[-1,1]^n} \ast \cdots \ast \chi_{[-1,1]^n}(x).$$

As a result,

$$|K \ast f(x)| \leq M_{\text{loc}} f(x) + \sum_{j=1}^{\infty} \exp \left( \left( n - \frac{1}{2} B \right) j \right) (M_{\text{loc}})^{3j} f(x) \quad (x \in \mathbb{R}^n).$$

Denote by $D$ the constant in Proposition 2.5. Using the triangle inequality for $L^{p(\cdot)}(w)$, we obtain

$$\|K \ast f\|_{L^{p(\cdot)}(w)} \leq \|M_{\text{loc}} f\|_{L^{p(\cdot)}(w)} + \sum_{j=1}^{\infty} \exp \left( \left( n - \frac{1}{2} B \right) j \right) \|(M_{\text{loc}})^{3j} f\|_{L^{p(\cdot)}(w)}$$

$$\leq D \|f\|_{L^{p(\cdot)}(w)} + \sum_{j=1}^{\infty} D^{3j} \exp \left( \left( n - \frac{1}{2} B \right) j \right) \|f\|_{L^{p(\cdot)}(w)},$$

Since $B > 2n + 6 \log D$, the series converges. Thus, we obtain the desired result. \(\square\)

By adapting the extrapolation result in [11] to our local weight setting, the second and fourth authors obtained the following vector-valued inequality.

Proposition 2.7. [37, Theorem 1.11] Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_{\infty}$. Additionally, let $w \in A_{p(\cdot)}^{\text{loc}}$ and $1 < q \leq \infty$. Then for any sequence $\{f_j\}_{j=1}^{\infty} \subset \mathcal{M}$,

$$\left\| \left( \sum_{j=1}^{\infty} \left[ M_{\text{loc}} f_j \right]^{q} \right)^{\frac{1}{q}} \right\|_{L^{p(\cdot)}(w)} \leq C \left\| \left( \sum_{j=1}^{\infty} |f_j|^{q} \right)^{\frac{1}{q}} \right\|_{L^{p(\cdot)}(w)}. \quad (2.10)$$

A natural modification is made when $q = \infty$.

As an application of Lemma 2.7, we can prove a vector-valued inequality which extends [40, Theorem 1.3].
Lemma 2.8. Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Additionally, let \( w \in A_{p(\cdot)}^{\text{loc}} \). If \( q \in (\max(2, p_\ast), \infty) \), then for all \( \{f_j\}_{j=1}^\infty \subset L^{p(\cdot)}(w) \cap L^q \) such that each \( f_j \) is supported on a cube \( Q_j \),
\[
\left\| \left( \sum_{j=1}^\infty |f_j|^2 \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(w)} \lesssim \left( \sum_{j=1}^\infty \left( \frac{\|f_j\|_{L^q}}{|Q_j|^{\frac{1}{q}}} \right)^2 \chi_{Q_j} \right)^{\frac{1}{2}} \left\| \right\|_{L^{p(\cdot)}(w)} \chi_{Q_j}.
\]

Proof. We write \( \sigma \equiv w^{-\frac{1}{p(\cdot)-1}} \) as before. We only have to show that
\[
\int_{\mathbb{R}^n} \sum_{j=1}^\infty |f_j(x)g_j(x)| \, dx \lesssim \left( \sum_{j=1}^\infty \left( \frac{\|f_j\|_{L^q}}{|Q_j|^{\frac{1}{q}}} \right)^2 \chi_{Q_j} \right)^{\frac{1}{2}} \left\| \left( \sum_{j=1}^\infty |g_j|^2 \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(\sigma)}
\]
for all \( \{g_j\}_{j=1}^\infty \subset L^{p(\cdot)}(\sigma) \). Since \( f_j \) is supported on \( Q_j \),
\[
\int_{\mathbb{R}^n} \sum_{j=1}^\infty |f_j(x)g_j(x)| \, dx \leq \sum_{j=1}^\infty \|f_j\|_{L^q} \|\chi_{Q_j}g_j\|_{L^{p'}}
\]
\[
\leq \int_{\mathbb{R}^n} \sum_{j=1}^\infty \frac{\|f_j\|_{L^q} \|\chi_{Q_j}g_j\|_{L^{p'}}}{|Q_j|} \chi_{Q_j}(x) \, dx
\]
\[
\leq \int_{\mathbb{R}^n} \sum_{j=1}^\infty \frac{\|f_j\|_{L^q}}{|Q_j|^{\frac{1}{q}}} M[|g_j|^{p'}](x)^{\frac{1}{q'}} \chi_{Q_j}(x) \, dx.
\]
By the use of Hölder’s inequality and Cauchy–Schwarz’s inequality, we have
\[
\int_{\mathbb{R}^n} \sum_{j=1}^\infty |f_j(x)g_j(x)| \, dx
\]
\[
\leq \left\| \left( \sum_{j=1}^\infty \left( \frac{\|f_j\|_{L^q}}{|Q_j|^{\frac{1}{q}}} \right)^2 \chi_{Q_j} \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(w)} \left\| \left( \sum_{j=1}^\infty M[|g_j|^{p'}]\chi_{Q_j} \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(\sigma)}.
\]
Since \( p' < \min(2, (p'(\cdot))_\ast) \), we can use the Fefferman–Stein vector-valued inequality to give the desired conclusion. \( \Box \)

Let \( E \subset \mathbb{R}^n \) be a measurable set. The set \( C_c^\infty \) consists of all infinitely differentiable functions defined on \( \mathbb{R}^n \) whose support is compact and contained in \( E \). Once we obtain the boundedness of \( M^{\text{loc}} \), the density of \( C_c^\infty \) as easily be obtained.

Corollary 2.9. Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \), and let \( w \in A_{p(\cdot)}^{\text{loc}} \). Then \( C_c^\infty \) is dense in \( L^{p(\cdot), s}(w) \). In particular, \( L^{p(\cdot), s}(w) \) is separable.

Remark that this is an analogue of [25, Theorem 2.10] and [34].
Proof. Owing to the Lebesgue convergence theorem obtained in [24], we only have to approximate functions in $L^\infty_c$, which is the set of all essentially bounded functions with compact support. Let $f \in L^\infty_c$. Choose a non-negative function $\tau \in C^\infty_c$ with $L^1$-norm 1 supported on $[-1,1]^n$ and consider $j^n \tau(j\cdot) * f$ for each $j \in \mathbb{N}$. Then we know that $|j^n \tau(j\cdot) * f| \leq M^{\text{loc}} f$ for all $j \in \mathbb{N}$. We also know that $j^n \tau(j\cdot) * f(x) \to f(x)$ for almost all $x \in \mathbb{R}^n$ as $j \to \infty$ by the Lebesgue differentiation theorem. Thus, once again we can use the Lebesgue convergence theorem mentioned above to have $j^n \tau(j\cdot) * f \to f$ as $j \to \infty$. 

2.3 Functional equation and its application

We will use the following functional relation obtained in [41, Theorem 1.40].

Lemma 2.10. Fix $L \in \mathbb{N}$. Then there exist real-valued functions $\Phi(L), \Psi(L) \in C^\infty_c$ such that

$$\int_{\mathbb{R}^n} \Phi(L)(x)dx = 1, \quad 2^n \Phi(L)(2\cdot) - \Phi(L) = \Delta L \Psi(L),$$

(2.11)

where $\Delta$ denotes the Laplacian.

It can be arranged that $\Phi(L)$ and $\Psi(L)$ are even since

$$\int_{\mathbb{R}^n} \Phi(L)(-x)dx = 1, \quad 2^n \Phi(L)(-2\cdot) - \Phi(L)(-\cdot) = \Delta L \Psi(L)(-\cdot).$$

We set

$$\Theta(L) = \Phi(L) * \Phi(L), \quad \Gamma(L) = \Phi(L) + 2^n \Phi(L)(2\cdot).$$

(2.12)

It is noteworthy that $a^n f * g(a\cdot) = [a^n f(a\cdot)] * [a^n g(a\cdot)]$ for $f, g \in L^1$ and $a > 0$. In fact,

$$[a^n f(a\cdot)] * [a^n g(a\cdot)](x) = a^{2n} \int_{\mathbb{R}^n} f(ax - ay)g(ay)dy$$

$$= a^n \int_{\mathbb{R}^n} f(ax - y)g(y)dy$$

by a change of variables.

Here and below, we suppose that $L$ is a multiple of 4. A direct consequence of Lemma 2.10 is the following equalities:

Lemma 2.11. Let $L \in \mathbb{N}$. Assume that $\Theta(L), \Gamma(L)$ and $\Psi(L)$ are as above. Then,

(1) $2^n \Theta(L)(2\cdot) - \Theta(L) = \Delta^{L/2} \Gamma(L) * \Delta^{L/2} \Psi(L)$.

(2) $2^{jn} \Phi(L)(2^j\cdot) * 2^{jn} \Phi(L)(2^j\cdot) + \sum_{j=J}^{\infty} 4^{jn} \Gamma(L)(2^j\cdot) * \Delta L \Psi(L)(2^j\cdot) = \delta$ in the sense of $\mathcal{D}'$.

Proof.
(1) We calculate
\[ 2^n \Theta^{(L)}(2 \cdot) - \Theta^{(L)} = 2^n \Phi^{(L)}(2 \cdot) * 2^n \Phi^{(L)}(2 \cdot) - \Phi^{(L)} * \Phi^{(L)} \]
\[ = (2^n \Phi^{(L)}(2 \cdot) - \Phi^{(L)}) * (2^n \Phi^{(L)}(2 \cdot) + \Phi^{(L)}) \]
\[ = \Gamma^{(L)} * \Delta^L \Psi^{(L)} \]
\[ = \Delta^{L/2} \Gamma^{(L)} * \Delta^{L/2} \Psi^{(L)}. \]

(2) From (1), we have
\[ 2^J n \Phi^{(L)}(2^J \cdot) + \sum_{j=J}^{M} 4^j n \Gamma^{(L)}(2^J \cdot) * \Delta^L \Psi^{(L)}(2^J \cdot) \]
\[ = 2^{(M+1)n} \Theta^{(L)}(2^{M+1} \cdot). \]

Since \( \{2^n \Theta^{(L)}(2^J \cdot)\}_{j=1}^{\infty} \) is an approximation to identity in \( \mathcal{D}' \),
\[ 2^J n \Phi^{(L)}(2^J \cdot) + \sum_{j=J}^{\infty} 4^j n \Gamma^{(L)}(2^J \cdot) * \Delta^L \Psi^{(L)}(2^J \cdot) = \delta \]
in the sense of \( \mathcal{D}' \).

\[ \square \]

The next estimate is well known. For example, see [18].

**Lemma 2.12** (Grafakos [18, p. 596]). Let \( \mu, \nu \in \mathbb{R}, M, N > 0 \), and \( L \in \mathbb{N}_0 \) satisfy \( \nu \geq \mu \) and \( N > M + L + n \). Let \( x_\mu \) and \( x_\nu \) be fixed points. Suppose that \( \phi_\mu \in C^L(\mathbb{R}^n) \) satisfies
\[ |D^\alpha \phi_\mu(x)| \leq A_\alpha \frac{2^{(n+L)}}{(1 + 2^{\mu \mid x - x_\mu \mid})^M} \text{ for all } |\alpha| = L. \]
Furthermore, suppose that \( \phi_\nu \) is a measurable function satisfying
\[ \int_{\mathbb{R}^n} \phi_\nu(x)(x - x_\nu)^\beta dx = 0 \text{ for all } |\beta| \leq L - 1, \]
and
\[ |\phi_\nu(x)| \leq B \frac{2^{\nu n}}{(1 + 2^{\nu \mid x - x_\nu \mid})^N} \]
where the former condition is supposed to be vacuous when \( L = 0 \). Then it holds
\[ \left| \int_{\mathbb{R}^n} \phi_\mu(x) \phi_\nu(x) dx \right| \leq C_{A_{\nu}, B, L, M, N} 2^{\mu n - (\nu - \mu)L} (1 + 2^{\mu \mid x_\mu - x_\nu \mid})^{-M} \]
with a constant \( C_{A_{\nu}, B, L, M, N} \) taken as
\[ C_{A_{\nu}, B, L, M, N} = B \left( \sum_{|\alpha| = L} A_\alpha \right) \frac{\omega_n (N - M - L)}{N - M - L - n}, \]
where \( \omega_n \) denotes the volume of the unit ball in \( \mathbb{R}^n \).
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This estimate is useful when estimating the coupling of functions.

**Lemma 2.13.** Let \( k, k_0 \in \mathbb{Z} \), and \( l, l_0 \in \{1, 2, \ldots, 2^n - 1\} \). Additionally, let \( \alpha \) be a multiindex with \( |\alpha| = s \).

1. Unless \( Q_{j_0, k_0}^* \) and \( Q_{j, k}^* \) intersect, \( \langle \varphi_{j, k}, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle = 0 \).
2. Unless \( Q_{j_0, k_0}^* \) and \( Q_{j, k}^* \) intersect, \( \langle \psi_{j, k}^l, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle = 0 \).
3. \( \langle \varphi_{j, k}, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + J_0 - J} \) for any integers \( j_0 \geq J \) such that \( 2^{-J}k < 2^{-j_0}k_0 \leq 2^{-J+1}(2N-1) \).
4. \( \langle \psi_{j, k}^l, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle \lesssim 2^{\frac{(l+j_0)n}{2} + \min(j,j_0)n - |l-j_0|} \) for any integers \( j_0, j \geq J \) such that \( 2^{-j_0}k_0 - 2^{-j}k \leq 2^{-\min(j,j_0)+1}(2N-1) \).
5. There exists \( \kappa > 1 \) such that

\[
2^{2n} \Delta^{L/2} \Psi^{(L)}(2^{j_0}) \cdot \psi_{j, k}^l \lesssim 2^{-(s+1)|l-j_0|+\min(j,j_0)n} \chi_{Q(2^{-j}k, \kappa 2^{-\min(j,j_0)n})}.
\]

**Proof.**

1. This follows from the size of the support. See (1.4).
2. This once again follows from the size of the support. See (1.4).
3. Thanks to Lemma 2.12 with \( \nu = j_0 \), \( \mu = j \), \( L = s + 1 \), and

\[
\phi_{\mu} = \phi_{j} = 2^{\frac{J_n}{2}} \varphi_{j, k}, \quad \phi_{\nu} = 2^{\frac{J_n}{2}} (D^\alpha \psi_{j_0, k_0}^{l_0})_{j_0, k_0},
\]

we obtain

\[
\langle \varphi_{j, k}, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + J_0 - J} (1 + 2^J(2^{-J}k - 2^{-j_0}k_0)^{-N} \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + J_0 - J} \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + J_0 - J}.
\]

as long as \( 2^{-J}k < 2^{-j_0}k_0 \leq 2^{-J+1}(2N-1) \).

4. Likewise, due to Lemma 2.12 with \( \nu = j_0 \), \( \mu = j \), \( L = s + 1 \), and

\[
\phi_{\mu} = \phi_{j} = 2^{\frac{J_n}{2}} \psi_{j, k}^l, \quad \phi_{\nu} = 2^{\frac{J_n}{2}} (D^\alpha \psi_{j_0, k_0}^{l_0})_{j_0, k_0}
\]

when \( j \leq j_0 \), and thanks to Lemma 2.12 with \( \nu = j \), \( \mu = j_0 \), \( L = s + 1 \), and

\[
\phi_{\mu} = 2^{\frac{J_n}{2}} (D^\alpha \psi_{j_0, k_0}^{l_0})_{j_0, k_0}, \quad \phi_{\nu} = \phi_{j} = 2^{\frac{J_n}{2}} \psi_{j, k}^l
\]

when \( j \geq j_0 \), we obtain

\[
\langle \psi_{j, k}^l, D^\alpha[\psi_{j_0, k_0}^{l_0}] \rangle \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + \min(j,j_0)n - (s+1)|l-j_0|} (1 + 2^{\min(j,j_0)n}2^{-j_0}k_0 - 2^{-j}k)^{-N} \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + \min(j,j_0)n - (s+1)|l-j_0|} \lesssim 2^{J_0 + \frac{(l+j_0)n}{2} + \min(j,j_0)n - |l-j_0|}
\]

as long as \( 2^{-j_0}k_0 - 2^{-j}k \leq 2^{-\min(j,j_0)+1}(2N-1) \).
(5) Use Lemma 2.12 to argue similarly.

\[ \square \]

### 2.4 Gamma function and Bessel potential operators

Here, we discuss the boundedness property of \((1 - t^2 \Delta)^{-a}\) with \(0 < t \ll 1\) and \(a \in \mathbb{C}\) with \(\text{Re}(a) \geq 0\). To this end, recall the property of the Gamma function \(\Gamma\) given by

\[ \Gamma(z) \equiv \int_0^\infty s^{z-1}e^{-s}ds \quad (\text{Re}(z) > 0). \]

It is noteworthy that

\[ \frac{1}{\Gamma(z)} = z^{\gamma z} \prod_{m=1}^{\infty} \left(1 + \frac{z}{m}\right) e^{-\frac{z}{m}} \quad (\text{Re}(z) > 0), \]

where

\[ \gamma = \lim_{n \to \infty} \left(\frac{1}{1} + \frac{1}{2} + \cdots + \frac{1}{n} - \log n\right). \]

See \([18, \text{Section}1.2.2]\) for more details. Considering that,

\[ \lim_{a \to 0} \frac{e^{2a} - (1 + a)^2}{a^2} = 1, \]

we set

\[ \alpha \equiv \sup_{a \in [0,1]} a^{-2}|(1 + a)^2e^{-2a} - 1| < \infty. \]

Let \(m \in \mathbb{N}\) be fixed. Since

\[ (1 + a)^2e^{-2a} \leq 1 + \alpha a^2, \quad \sqrt{1 + a} \leq 1 + \frac{a}{2} \leq \exp\left(\frac{a}{2}\right) \]

for all \(a \in [0,1]\),

\[
\sqrt{\left(1 + \frac{s}{m}\right)^2 + \frac{t^2}{m^2}e^{-\frac{s}{m}}} \leq \sqrt{\left(1 + \frac{s}{m}\right)^2 e^{-\frac{s}{m}} + \frac{t^2}{m^2}} \\
\leq 1 + \alpha \frac{s^2}{2n^2} + \frac{t^2}{2n^2} \\
\leq \exp\left(\frac{\alpha^{\frac{s^2}{2n^2}} + \frac{t^2}{2n^2}}{2n^2}\right)
\]

for all \(s \in [0,1]\) and \(t \in \mathbb{R}\). Consequently,

\[ \frac{1}{|\Gamma(s + it)|} \leq (1 + |t|)e^\gamma \exp\left(\frac{\alpha \pi^2}{12} + \frac{\pi^2 t^2}{12}\right) \]

for all \(s \in [0,1]\) and \(t \in \mathbb{R}\). Since \(|e^{(s+it)^2}| = e^{s^2-t^2}\), we conclude

\[ \lim_{t \to \pm \infty} \sup_{s \in [0,1]} \left| \frac{e^{(s+it)^2}}{\Gamma(s + it)} \right| = 0. \quad (2.13) \]
Next, we consider Bessel potential operators. We define the inverse Fourier transform by
\[ \mathcal{F}^{-1}f(x) \equiv (2\pi)^{-\frac{n}{2}} \int_{\mathbb{R}^n} f(\xi)e^{ix\cdot\xi}d\xi. \]
for \( f \in L^1 \). Recall that
\[ (1 - t^2 \Delta)^{-a}f = \mathcal{F}^{-1} \left[ \frac{1}{(1 + t^2|\xi|^2)^a} \right] \ast f \]
for \( f \in L^2 \). Thus, the integral kernel \( K_a \) of \((1 - t^2 \Delta)^{-a}\) is given formally by the following formula
\[ K_a(x) = \frac{1}{(2\pi)^\frac{n}{2}} \int_{\mathbb{R}^n} (1 + t^2|\xi|^2)^{-a}e^{ix\cdot\xi}d\xi \quad (x \in \mathbb{R}^n). \tag{2.14} \]
We note that
\[ (1 + t^2|\xi|^2)^{-a} = \frac{1}{\Gamma(a)} \int_0^\infty s^{a-1}e^{-s(1+t^2|\xi|^2)}ds. \]
Inserting this expression into the right-hand side above gives
\[ K_a(x) = \frac{1}{(2\pi)^\frac{n}{2}\Gamma(a)} \int_{\mathbb{R}^n} \left( \int_0^\infty s^{a-1}e^{-s(1+t^2|\xi|^2)}ds \right) e^{ix\cdot\xi}d\xi. \]
Since
\[ \int_{\mathbb{R}^n} e^{-s|\xi|^2}e^{ix\cdot\xi}d\xi = \frac{1}{t^n}\sqrt{s^n} \int_{\mathbb{R}^n} e^{-|\xi|^2}e^{i\frac{x}{t}\cdot\xi}d\xi = \frac{\sqrt{n\pi}}{t^n}\sqrt{s^n}e^{-\frac{|x|^2}{4t^2}}, \]
we obtain
\[ K_a(x) = \frac{1}{2\pi \Gamma(a)} \int_0^\infty s^{a-1-\frac{n}{2}}e^{-s-\frac{|x|^2}{4t^2}}ds. \tag{2.15} \]
Let \(|x| \geq 1\). Then
\[ e^{-s-\frac{|x|^2}{4t^2}} \leq e^{-\frac{1}{2}s-\frac{1}{2}s-\frac{|x|^2}{8t^2}} \leq e^{-\frac{1}{2}s-\frac{|x|^2}{4t^2}}. \]
Consequently,
\[ |K_a(x)| \leq \frac{e^{-|x|/\sqrt{t^2}}}{2\pi t^n\Gamma(a)} \int_0^\infty s^{\text{Re}(a)-1-\frac{n}{2}}e^{-\frac{1}{2}s-\frac{|x|^2}{8t^2}}ds \quad (|x| \geq 1) \tag{2.16} \]
and
\[ \left| \frac{\partial}{\partial a} K_a(x) \right| \leq C_a e^{-|x|/\sqrt{t^2}} \frac{e^{-|x|/\sqrt{t^2}}}{2\pi t^n} \int_0^\infty s^{\text{Re}(a)-1-\frac{n}{2}}e^{-\frac{1}{2}s-\frac{|x|^2}{8t^2}} \log(2+s)ds. \tag{2.17} \]

**Lemma 2.14.** Fix \( 0 < t \ll 1 \).

1. Let \( \alpha \) be a multi-index such that \(|\alpha| > n\). Then \(|x^\alpha K_a(x)| \lesssim (1 + |a|)^{|\alpha|}\) for all \( a \in \mathbb{C} \) with \( \text{Re}(a) \geq 0 \).
2. Let \( \alpha \) be a multi-index such that \( |\alpha| > n \). Then \( |x^\alpha \nabla K_a(x)| \lesssim (1 + |a|)^{|\alpha| - 1} \) for all \( a \in \mathbb{C} \) with \( \text{Re}(a) \geq 0 \).

Proof.

1. Thanks to (2.14), we have

\[
(ix)^\alpha K_a(x) = \frac{1}{(2\pi)^\frac{n}{2}} \int_{\mathbb{R}^n} (1 + t^2|\xi|^2)^{-\frac{\alpha}{2}} \partial_\xi^\alpha \{e^{ix\cdot\xi}\} d\xi.
\]

If we integrate by parts \( \alpha \) times, then we obtain the desired result.

2. Similar to above.

\[ \square \]

Considering the pointwise estimates (2.16) and (2.17), we prove the boundedness of the operator \((1 - t^2\Delta)^{-a}\) in \( L^{p(\cdot)}(w) \).

**Theorem 2.15.** Fix \( 0 < t \ll 1 \). Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \), and let \( w \in A^{loc}_{p(\cdot)} \). Let \( a \in \mathbb{C} \) satisfy \( \text{Re}(a) \geq 0 \). Then the operator

\[
f \in L^2 \mapsto (1 - t^2\Delta)^{-a} f \in L^2
\]

extends to a bounded linear operator on \( L^{p(\cdot)}(w) \) once we restrict it to \( L^{p(\cdot)}(w) \cap L^2 \). More precisely,

\[
\| (1 - t^2\Delta)^{-a} f \|_{L^{p(\cdot)}(w)} \lesssim \left( (1 + |a|)^{n+2} + \frac{1}{|\Gamma(a)|} \right) \| f \|_{L^{p(\cdot)}(w)}
\]

for all \( f \in L^{p(\cdot)}(w) \) with the implicit constant independent of \( a \) and \( f \).

Proof. Thanks to Corollary 2.9, \( L^{p(\cdot)}(w) \cap L^2 \) is dense in \( L^{p(\cdot)}(w) \). Thus, we can assume that \( f \in L^{p(\cdot)}(w) \cap L^2 \). Then

\[
\| (1 - t^2\Delta)^{-a} f \|_{L^{p(\cdot)}(w)} \lesssim \left( \sum_{m \in \mathbb{Z}^n} (\| \chi_{Q_0,m}(1 - t^2\Delta)^{-a} f \|_{L^{p(\cdot)}(w)})^p \right)^{\frac{1}{p^\infty}}
\]

by the localization principle, Proposition 2.4. We fix \( m \) for the time being and estimate

\[
\| \chi_{Q_0,m}(1 - t^2\Delta)^{-a} f \|_{L^{p(\cdot)}(w)} \lesssim \left( \sum_{m \in \mathbb{Z}^n} (\| \chi_{Q_0,m}(1 - t^2\Delta)^{-a} f \|_{L^{p(\cdot)}(w)})^p \right)^{\frac{1}{p^\infty}} \tag{2.18}
\]

The first term in (2.18) can be controlled by boundedness of the generalized local singular integral operators after truncating the integral kernel suitably. If we let

\[
L_a f(x) = (1 - t^2\Delta)^{-a} [\tau(x - \cdot) f](x)
\]

(2.19)
for some bump function $\tau \in C^\infty$ satisfying $\chi_{Q(4n)} \leq \tau \leq \chi_{Q(5n)}$, then
\[
\|\chi_{Q_{0,m}}(1 - t^2 \Delta)^{-a}[\chi_{3Q_{0,m}}f]\|_{L^p(w)} = \|\chi_{Q_{0,m}}L_a[\chi_{3Q_{0,m}}f]\|_{L^p(w)} \\
\lesssim (1 + |a|)^{n+2} \|\chi_{3Q_{0,m}}f\|_{L^p(w)},
\]
where we use the estimate $D_1(L_a) + D_2(L_a) \lesssim (1 + |a|)^{n+2}$. See Lemma 2.14. For the second term, we employ the size estimate of the kernel $K_a$ to give
\[
\|\chi_{Q_{0,m}}(1 - t^2 \Delta)^{-a}[\chi_{\mathbb{R}^n \setminus 3Q_{0,m}}f]\|_{L^p(w)} \lesssim \frac{1}{|\Gamma(a)|} \|\chi_{Q_{0,m}} \exp \left( -\frac{|.|}{2t} \right) * f\|_{L^p(w)}.
\]
(2.20)

Thanks to Corollary 2.6, the operator $f \mapsto \exp \left( -\frac{|.|}{2t} \right) * f$ is bounded on $L^p(w)$ as long as $0 < t \ll 1$. Combining this fact with Proposition 2.4, (2.16) and (2.20), we can control the second term in (2.18). Thus, $(1 - t^2 \Delta)^{-a}$ can be extended to a bounded linear operator in $L^p(w)$.

We harvest two corollaries.

**Corollary 2.16.** Let $s > n + 2$. Then the mapping $z \in S \mapsto (1 - t^2 \Delta)^{-z-s} \in B(L^p(w))$ is holomorphic.

**Proof.** This follows from Proposition 2.1, (2.15), (2.16) and (2.17). \qed

**Corollary 2.17.** Let $f \in L^p(w)$ and let $a > n$. Then $\lim_{N \to \infty} (1 - N^{-1} \Delta)^{-a} f = f$ in the topology of $L^p(w)$.

**Proof.** Since $a > n$, $K_a$ is a bounded function. Thus, Corollary 2.6 can be used. \qed

### 2.5 Complex interpolation functors and Hirschman’s lemma

Here we will review the definition of the complex interpolation functor together with Hirschman’s lemma. Write $S \equiv \{ z \in \mathbb{C} : 0 < \text{Re}(z) < 1 \}$ and $\overline{S} \equiv \{ z \in \mathbb{C} : 0 \leq \text{Re}(z) \leq 1 \}$. For $j = 0, 1$, set $j + i\mathbb{R} \equiv \{ z \in \mathbb{C} : \text{Re}(z) = j \}$. We define the complex interpolation functors as follows:

**Definition 2.18** (Calderón’s first complex interpolation space). Suppose that $\overline{X} = (X_0, X_1)$ is a compatible couple of complex Banach spaces.

1. The space $F(X_0, X_1)$ is defined as the set of all functions $F : \overline{S} \to X_0 + X_1$ such that
   
   $F$ is continuous on $\overline{S}$ and $\sup_{z \in \overline{S}} \|F(z)\|_{X_0 + X_1} < \infty$.

   
   $F$ is holomorphic on $S$.

   
   The function $t \in \mathbb{R} \mapsto F(j + it) \in X_j$ is bounded and continuous on $\mathbb{R}$ for each $j = 0, 1$.  
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The space \( \mathcal{F}(X_0, X_1) \) is equipped with the norm

\[
\|F\|_{\mathcal{F}(X_0, X_1)} \equiv \max_{j=0,1} \left( \sup_{z \in j + i\mathbb{R}} \|F(z)\|_{X_j} \right).
\]

(2) Let \( \theta \in (0, 1) \). The first complex interpolation space \( [X_0, X_1]_\theta \) with respect to \( \mathcal{X} = (X_0, X_1) \) is defined as the set of all functions \( f \in X_0 + X_1 \) such that \( f = F(\theta) \) for some \( F \in \mathcal{F}(X_0, X_1) \). The norm on \( [X_0, X_1]_\theta \) is defined by

\[
\|f\|_{[X_0, X_1]_\theta} \equiv \inf\{ \|F\|_{\mathcal{F}(X_0, X_1)} : f = F(\theta) \text{ for some } F \in \mathcal{F}(X_0, X_1) \}.
\]

The space \( [X_0, X_1]_\theta \) is also called the Calderón’s first complex interpolation space, or the lower complex interpolation space of \( (X_0, X_1) \).

**Example 2.19.** Let \( X_0 = X_1 = X \). It is useful to note that \( \mathcal{F}(X_0, X_0) \) as the set of all the bounded and continuous functions \( F : \bar{S} \to X \) such that \( F \) is holomorphic on \( S \).

Recall vector-valued Hirschman’s lemma.

**Lemma 2.20** (Hirschman, [47]). Let \( \mathcal{F} \) be a Banach space. Let \( F : S \to \mathcal{F} \) be analytic on the open strip \( S \) and continuous on its closure such that

\[
\sup_{z \in \mathbb{S}} e^{-a|\text{Im}(z)|} \log \|F(z)\|_{\mathcal{F}} \leq A < \infty \tag{2.21}
\]

for some fixed \( A \) and \( a < \pi \). Then, for all \( 0 < \theta < 1 \),

\[
\log \|F(\theta)\|_{\mathcal{F}} \leq \int_{\mathbb{R}} \left\{ \log \|F(it)\|_{\mathcal{F}} \mu_0(t) + \log \|F(1 + it)\|_{\mathcal{F}} \mu_1(t) \right\} dt, \tag{2.22}
\]

where \( \mu_j \ (j = 0, 1) \) are functions satisfying \( \|\mu_0\|_{L^1(\mathbb{R})} = 1 - \theta \) and \( \|\mu_1\|_{L^1(\mathbb{R})} = \theta \), respectively.

Let \((X, \Sigma, \mu)\) be a measure space. A Banach lattice \( E(\mu) \) is a linear space of \( \mathcal{M} \) which carries the structure of a Banach space such that the lattice property:

\( f \in E(\mu), \ g \in \mathcal{M}, \ |g| \leq |f| \Rightarrow g \in E(\mu) \) and \( \|g\|_{E(\mu)} \leq \|f\|_{E(\mu)} \) holds. The following general lemma seems known. We can find the statement in the case of \( E(\mu) = L^p(\mu) \) can be found in [1]. Here for the sake of convenience for readers we give its proof.

**Lemma 2.21.** Let \( E(\mu), \ E_0(\mu), \) and \( E_1(\mu) \) be Banach lattices such that \( E(\mu) \hookrightarrow E_0(\mu) \cap E_1(\mu) \). Let \( g^0, g^1 \in E(\mu) \). Define \( G(z) = |g^0|^{1 - z} |g^1|^z \) for \( z \in \mathbb{S} \). Then \( G : \mathcal{S} \to E(\mu) \) is continuous and \( G|\mathcal{S} \) is analytic.

**Proof.** We content ourselves with the proof of continuity. The proof of analyticity is similar. We write

\[
S_+ = \left\{ z \in S : 0 \leq \text{Re}(z) < \frac{2}{3} \right\}, \quad S_- = \left\{ z \in S : 0 \leq 1 - \text{Re}(z) < \frac{2}{3} \right\}.
\]
Thus, we define vector-valued Banach lattices. Let 

$$G(z) - G(w) = (G(z) - G(w))\chi_{[0,N^{-1}]} \left( \frac{|g^1|}{|g^0|} \right) + (G(z) - G(w))\chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right),$$

By the triangle inequality,

$$\left\| (G(z) - G(w))\chi_{[0,N^{-1}]} \left( \frac{|g^1|}{|g^0|} \right) \right\|_{E(\mu)} \leq \frac{2}{\sqrt{N}} \|g_1\|_{E(\mu)}.$$

Meanwhile,

$$\begin{align*}
(G(z) - G(w))\chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right) &= \int_w^z G(\tau) \log \left| \frac{|g^1|}{|g^0|} \right| \chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right) d\tau \\
&= \int_w^z G(\tau) \left( \frac{|g^1|}{|g^0|} \right)^{1-p} \left( \frac{|g^1|}{|g^0|} \right)^{\frac{p}{2}} \log \left| \frac{|g^1|}{|g^0|} \right| \chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right) d\tau.
\end{align*}$$

Observe that

$$\sup_{t \in (0,N)} t^{\frac{p}{2}} |\log t| = N^{\frac{p}{2}} \log N.$$

Thus,

$$|G(z) - G(w))\chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right) \leq |w - z| N^{\frac{p}{2}} \log N \times \int_0^1 \left| G \left( (z-w)u - \frac{1}{6} \right) \right| du.$$

Thus,

$$|G(z) - G(w))\chi_{[0,N]} \left( \frac{|g^1|}{|g^0|} \right) \leq |w - z| N^{\frac{p}{2}} \log N \times (|g^0| + |g^1|).$$

Consequently,

$$\|G(z) - G(w)\|_{E(\mu)} \leq \frac{2}{\sqrt{N}} \|g_1\|_{E(\mu)} + |w - z| N^{\frac{p}{2}} \log N \times (\|g^0\|_{E(\mu)} + \|g^1\|_{E(\mu)})$$

for all \(N \gg 1\). As a result, \(G : S_+ \rightarrow E(\mu)\) is continuous. Likewise we can show that \(G : S_- \rightarrow E(\mu)\) is continuous. Thus, \(G : \bar{S} = S_+ \cup S_- \rightarrow E(\mu)\) is continuous.

### 2.6 Banach lattices and complex interpolation

We will define vector-valued Banach lattices. Let \(E\) and \(\mathcal{A}\) be Banach lattices over measure spaces \((X, \Sigma, \mu)\) and \((Y, \mathcal{T}, \nu)\), respectively. Define the \(\mathcal{A}\)-valued Banach lattice \(E(\mathcal{A}) = E(\mathcal{A}, \mu)\) by the set of all weakly measurable \(\mathcal{A}\)-valued functions over \(X\) such that

$$\|f\|_{E(\mathcal{A}, \mu)} = \|\|f(\cdot)\|\|_{\mathcal{A}(\mu)} < \infty.$$ 

Recall that an \(\mathcal{A}\)-valued function \(f\) on a measure space \((X, \Sigma, \mu)\) is said to be weakly measurable if \(x^*(f)\) is measurable for all \(x^* \in \mathcal{A}^*\).
Lemma 2.24. Let $E_0(A, \mu)$ and $E_1(A, \mu)$ be $A$-valued Banach lattices. Define the Calderón product $E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta$ by

$$E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta \equiv \{ |f_0|^{1-\theta}f_1^\theta g : g \in L^\infty(A, \mu), f_0 \in E_0(\mu), f_1 \in E_1(\mu) \}.$$ 

For $f \in E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta$, define

$$\|f\|_{E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta} \equiv \inf \{ \|f_0\|_{E_0(\mu)^{1-\theta}}\|f_1\|_{E_1(\mu)^\theta} : f_0 \in E_0(\mu), f_1 \in E_1(\mu), \|f(\cdot)\|_A \leq |f_0|^{1-\theta}|f_1|^\theta \}$$

$$= \inf \{ \|f_0\|_{E_0(\mu)^{1-\theta}}\|f_1\|_{E_1(\mu)^\theta} : f_0 \in E_0(\mu), f_1 \in E_1(\mu), \|f(\cdot)\|_A = |f_0|^{1-\theta}|f_1|^\theta \}.$$ 

Remark 2.23. A weakly measurable function $f : X \to A$ belongs to the Calderón product $E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta$ if and only if there exist $h_0 \in E_0(A, \mu)$ and $h_1 \in E_1(A, \mu)$ such that $\|f(\cdot)\|_A \leq (\|h_0(\cdot)\|_A)^{1-\theta}(\|h_1(\cdot)\|_A)^\theta$. Furthermore,

$$\|f\|_{E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta} = \inf \|h_0\|_{E_0(\mu)^{1-\theta}}\|h_1\|_{E_1(\mu)^\theta}$$

where $h_0$ and $h_1$ move over the above conditions.

In fact, if there exist $h_0 \in E_0(A, \mu)$ and $h_1 \in E_1(A, \mu)$ such that $\|f(\cdot)\|_A \leq (\|h_0(\cdot)\|_A)^{1-\theta}(\|h_1(\cdot)\|_A)^\theta$, then set $g \equiv \|h_0(\cdot)\|_A^{1-\theta}\|h_1(\cdot)\|_A f$, $f_0 \equiv \|h_0(\cdot)\|_A$ and $f_1 \equiv \|h_1(\cdot)\|_A$. Then $f = |f_0|^{1-\theta}|f_1|^\theta g$, $g \in L^\infty(A, \mu)$, $f_0 \in E_0(\mu)$ and $f_1 \in E_1(\mu)$. Hence $f \in E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta$. Thus, the “if” part as well as the estimate

$$\|f\|_{E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta} \leq \inf \|h_0\|_{E_0(\mu)^{1-\theta}}\|h_1\|_{E_1(\mu)^\theta}$$

is proved.

Conversely, if $f$ has an expression: $f = |f_0|^{1-\theta}|f_1|^\theta g$, where $g \in L^\infty(A, \mu)$, $f_0 \in E_0(\mu)$ and $f_1 \in E_1(\mu)$, then set $h_0 = f_0 g$, $h_1 = f_1 g$ to have $h_0 \in E_0(A, \mu)$, $h_1 \in E_1(A, \mu)$ and

$$\|f(\cdot)\|_A = |f_0|^{1-\theta}|f_1|^\theta \|g(\cdot)\|_A = (\|h_0(\cdot)\|_A)^{1-\theta}(\|h_1(\cdot)\|_A)^\theta.$$ 

Thus, the “only if” part as well as the estimate

$$\|f\|_{E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta} \geq \inf \|h_0\|_{E_0(\mu)^{1-\theta}}\|h_1\|_{E_1(\mu)^\theta}$$

is proved.

Note that this definition boils down to the original Calderón product by Calderón [3] in the case where $A = C$. In other words, using the original Calderón product we can say that

$$E_0(A, \mu)^{1-\theta}E_1(A, \mu)^\theta = [E_0(\mu)^{1-\theta}E_1(\mu)^\theta](A).$$

Here we make the following observation:

Lemma 2.24. Let $E_0(\mu)$ and $E_1(\mu)$ be Banach lattices. Let $f \in E_0(\mathcal{A}, \mu) \cap E_1(\mathcal{A}, \mu)$. Then there exists a decomposition

$$f = |f^0|^{1-\theta}|f^1|^\theta g$$

for some $g \in L^\infty(\mathcal{A}, \mu)$ and $f^0, f^1 \in E_0(\mu) \cap E_1(\mu)$ such that

$$\|g\|_{L^\infty(\mathcal{A}, \mu)} = 1, \quad \|f^0\|_{E_0(\mu)^{1-\theta}}\|f^1\|_{E_1(\mu)^\theta} \leq 4\|f\|_{E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta}.$$
Proof. We know that there exists a decomposition
\[ f = |k^0|^{1-\theta}|k^1|^\theta k \]
for some \( k \in L^\infty(\mathcal{A}, \mu) \) and \( (k^0, k^1) \in E_0(\mu) \times E_1(\mu) \) such that
\[ \|k\|_{L^\infty(\mathcal{A}, \mu)} = 1, \quad \|k^0\|_{E_0(\mu)}^{1-\theta}\|k^1\|_{E_1(\mu)}^\theta \leq 2\|f\|_{E_0(\mu)^{1-\theta}E_1(\mu)^\theta}. \]

Let
\[ h^0 = |k^0| + 2^{-j}\|f(\cdot)\|_{\mathcal{A}}, \quad h^1 = \min(|k^1|, 2^j\|f(\cdot)\|_{\mathcal{A}}), \]
where \( j \gg 1 \). Then \( h^0 \in E_0(\mu) \) and \( h^1 \in E_0(\mu) \cap E_1(\mu) \) with
\[ \|h^0\|_{E_0(\mu)} \leq 2\|k^0\|_{E_0(\mu)}, \quad \|h^1\|_{E_1(\mu)} \leq \|k^1\|_{E_1(\mu)}. \]

Likewise, for \( \ell \gg 1 \), let
\[ f^0 = \min(h^0, 2^\ell\|f(\cdot)\|_{\mathcal{A}}), \quad f^1 = h^1 + 2^{-\ell}\|f(\cdot)\|_{\mathcal{A}}. \]

Then \( f^0, f^1 \in E_0(\mu) \cap E_1(\mu) \) with \( \|f^0\|_{E_0(\mu)} \leq 2\|k^0\|_{E_0(\mu)}, \|f^1\|_{E_0(\mu)} \leq 2\|k^1\|_{E_0(\mu)} \) and \( \|f(\cdot)\|_{\mathcal{A}} \leq |f^0|^{1-\theta}|f^1|^{\theta} \). If \( g = \frac{1}{|f^0|^{1-\theta}|f^1|^{\theta}}f \), then we obtain the desired decomposition. \( \square \)

Let \((X, \Sigma, \mu)\) be a measure space, and let \( E_1(\mu) \) and \( E_2(\mu) \) be Banach lattices. Shestakov [42] showed
\[ (E_0(\mu)^{1-\theta}E_1(\mu)^\theta)\circ (E_0(\mu) \cap E_1(\mu))^{E_0(\mu)^{1-\theta}E_1(\mu)^\theta} = [E_0(\mu), E_1(\mu)]_\theta. \] (2.23)
We generalize this to the vector-valued case.

**Theorem 2.25.** Let \((X, \Sigma, \mu)\) be a measure space, \( \mathcal{A}(\mu) \) be a Banach space, and \( E_1(\mathcal{A}, \mu) \) and \( E_2(\mathcal{A}, \mu) \) be Banach lattices. Then
\[ (E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta)\circ (E_0(\mathcal{A}, \mu) \cap E_1(\mathcal{A}, \mu))^{E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta} = [E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)]_\theta. \]

**Proof.** We show that
\[ (E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta)\circ [E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)]_\theta. \]

Let \( f \in [E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)]_\theta \). Let \( F \in \mathcal{F}(E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)) \) be such that \( f = F(\theta) \). Then by Lemma 2.20
\[ \|f\|_{\mathcal{A}} = \|F(\theta)\|_{\mathcal{A}} \leq \left( \frac{1}{1-\theta} \int_{\mathbb{R}} \|F(it)\|_{\mathcal{A}\mu_0(t)}dt \right)^{1-\theta} \left( \frac{1}{\theta} \int_{\mathbb{R}} \|F(1+it)\|_{\mathcal{A}\mu_1(t)}dt \right)^\theta. \]

Setting
\[ f_0 = \frac{1}{1-\theta} \int_{\mathbb{R}} \|F(it)\|_{\mathcal{A}\mu_0(t)}dt, \quad f_1 = \frac{1}{\theta} \int_{\mathbb{R}} \|F(1+it)\|_{\mathcal{A}\mu_1(t)}dt, \]

we have
we have $f \in E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta$ and $\|f\|_{E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta} \leq \|f\|_{E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)}^\theta$.

We next show that
\[
(E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta)^\circ \hookrightarrow [E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)]_{\theta}.
\]
Let $f \in E_0(\mathcal{A}, \mu) \cap E_1(\mathcal{A}, \mu)$. We claim that there exists $F \in \mathcal{F}(E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu))$ such that $F(\theta) = f$ and
\[
\|F\|_{\mathcal{F}(E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu))} \leq 4\|f\|_{E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta}.
\tag{2.24}
\]
Once (2.24) is proved, then this is valid for all $f \in (E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta)^\circ$, including the assertion that $[E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu)]_{\theta} \hookrightarrow (E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta)^\circ$.

Recall that $f$ admits a decomposition
\[
f = |g^0|^{1-\theta}|g^1|\theta h
\]
for some $h \in L^\infty(\mathcal{A}, \mu)$, $g^0, g^1 \in E_0(\mu) \cap E_1(\mu)$ such that $\|h\|_{L^\infty(\mathcal{A}, \mu)} \leq 1$ and $\|g^0\|_{E_0(\mu)} = \|g^1\|_{E_1(\mu)} \leq 4\|f\|_{E_0(\mathcal{A}, \mu)^{1-\theta}E_1(\mathcal{A}, \mu)^\theta}$ due to Lemma 2.24. Let $F(z) \equiv |g^0|^{1-\theta}|g^1|^\theta h$. Then $F \in \mathcal{F}(E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu))$ by Lemma 2.21, $F(\theta) = f$ and
\[
\|F\|_{\mathcal{F}(E_0(\mathcal{A}, \mu), E_1(\mathcal{A}, \mu))} \leq 4(\|f_0\|_{E_0(\mu)})^{1-\theta}(\|f_1\|_{E_1(\mu)})^\theta.
\]
As a result, (2.24) holds.

\section{Proof of Theorem 1.3 including Corollary 1.4}

Theorem 1.3 is proved by decomposing its proof into three parts. First, Section 3.1 proves the right inequality in (1.5) for $f \in L^{p(\cdot), s}(w)$. The key inequality is a pointwise estimate (3.3). Section 3.2 concentrates on establishing the existence of derivatives of $f \in L^{p(\cdot)}(w)$ such that $Vf + Wsf \in L^{p(\cdot)}(w)$. In Section 3.2, we reduce matters to the case where $f$ is sufficiently smooth and compactly supported. At this point, matters are reduced to establishing the left inequality for any $f \in C_c \cap P_{s+1}^\perp$ such that $Vf + Wsf \in L^{p(\cdot)}(w)$. Section 3.3 actually considers the left inequality in (1.5) for such $f$ via key pointwise estimate (3.7). Finally, by reexamining the argument in Section 3.1, we prove Corollary 1.4 in Section 3.4.

\subsection{Proof of the right inequality in (1.5) for $f \in L^{p(\cdot), s}(w)$}

Let $f \in L^{p(\cdot), s}(w) \cap L^2$. Choose even functions $\Phi^{(L)}$ and $\Psi^{(L)}$ as described in Lemma 2.10, where $L$ is a multiple of 4 with $L \gg s$. We can write
\[
\Delta^{L/2} = \sum_{m=1}^n P_m(D)D_m^s
\]
with some polynomials $P_1, P_2, \ldots, P_n$ of the order $L/2 - s$. Accordingly, we write
\[
\Gamma_m^{(L)} = P_m(D)\Gamma^{(L)},
\]
where $\Gamma^{(L)}$ and $\Theta^{(L)}$ are as in (2.12). Then

$$f = 2^{Jn}\Theta^{(L)}(2^J \cdot) * f + \sum_{j=J}^{\infty} 4^{jn} \Delta^{L/2} \Gamma^{(L)}(2^j \cdot) * \Delta^{L/2} \Psi^{(L)}(2^j \cdot) * f$$

$$= 2^{Jn}\Theta^{(L)}(2^J \cdot) * f + (-1)^{s} \sum_{m=1}^{\infty} \sum_{j=J}^{\infty} 2^{2jn-jm} \Gamma^{(L)}(2^j \cdot) * \Delta^{L/2} \Psi^{(L)}(2^j \cdot) * D_{m}^{s} f,$$

given by Lemma 2.11. Fix $j_0, j \in \mathbb{Z} \cap [J, \infty)$, $k \in \mathbb{Z}^n$, and $l \in \{1, 2, \ldots, 2^n - 1\}$. Then we estimate

$$2^{j(j-j_0) + 2jn} |\langle \Gamma^{(L)}(2^j \cdot) * \Delta^{L/2} \Psi^{(L)}(2^j_0 \cdot) * D_{m}^{s} f, \psi_{j,k}^{l} \rangle | \chi_{j,k}.$$ 

Recall that $\Psi^{(L)}$ is even. Thus, we obtain

$$2^{j(j-j_0) + 2jn} |\langle \Gamma^{(L)}(2^j \cdot) * \Delta^{L/2} \Psi^{(L)}(2^j_0 \cdot) * D_{m}^{s} f, \psi_{j,k}^{l} \rangle | \chi_{j,k}$$

$$= 2^{j(j-j_0) + 2jn} |\langle \Gamma^{(L)}(2^j \cdot) * D_{m}^{s} f, \Delta^{L/2} \Psi^{(L)}(2^j_0 \cdot) * \psi_{j,k}^{l} \rangle | \chi_{j,k}.$$ 

We have

$$2^{j(j-j_0) + 2jn} |\langle \Gamma^{(L)}(2^j \cdot) * \Delta^{L/2} \Psi^{(L)}(2^j_0 \cdot) * D_{m}^{s} f, \psi_{j,k}^{l} \rangle | \chi_{j,k}$$

$$\lesssim 2^{-|j-j_0| + jn} M^{loc} \left[ \Gamma^{(L)}(2^j \cdot) * D_{m}^{s} f \right] \chi_{j,k} \quad (3.1)$$

due to Lemma 2.13 (5). A similar estimate is available for $2^{Jn}\Theta^{(L)}(2^J \cdot) * f$:

$$2^{js+Jn} |\langle \Theta^{(L)}(2^j \cdot) * f, \psi_{j,k}^{l} \rangle | \chi_{j,k} \lesssim 2^{-|j-J|+Jn} M^{loc} \left[ \Phi^{(L)}(L) * f \right] \chi_{j,k}. \quad (3.2)$$

We add estimates (3.1) and (3.2) over $j_0 \in \mathbb{Z} \cap [J, \infty)$. The result is:

$$2^{js} |\langle f, \psi_{j,k}^{l} \rangle | \chi_{j,k} \lesssim 2^{-|j-J|+Jn} M^{loc} \left[ \Phi^{(L)}(L) * f \right] \chi_{j,k}$$

$$+ \sum_{m=1}^{\infty} \sum_{j=J}^{\infty} 2^{-|j-j_0| + jn} M^{loc} \left[ \Gamma^{(L)}(2^j_0 \cdot) * D_{m}^{s} f \right] \chi_{j,k}.$$ 

Due to the Cauchy–Schwarz inequality, we obtain

$$(2^{js} |\langle f, \psi_{j,k}^{l} \rangle | \chi_{j,k})^2 \lesssim 2^{-2(|j-J|+2Jn)} M^{loc} \left[ \Phi^{(L)}(L) * f \right]^2 \chi_{j,k}$$

$$+ \left( \sum_{m=1}^{\infty} \sum_{j=J}^{\infty} 2^{-|j-j_0| + jn} M^{loc} \left[ \Gamma^{(L)}(2^j_0 \cdot) * D_{m}^{s} f \right] \chi_{j,k} \right)^2 \chi_{j,k}$$

$$\lesssim 2^{-2(|j-J|+2Jn)} M^{loc} \left[ \Phi^{(L)}(L) * f \right]^2 \chi_{j,k}$$

$$+ \sum_{m=1}^{\infty} \sum_{j=J}^{\infty} 2^{-2|j-j_0| + 2jn} M^{loc} \left[ \Gamma^{(L)}(2^j_0 \cdot) * D_{m}^{s} f \right]^2 \chi_{j,k}.$$ 

If we add this inequality over $j \in \mathbb{Z} \cap [J, \infty)$, $k \in \mathbb{Z}^n$, $l \in \{1, 2, \ldots, 2^n - 1\}$, and subsequently replace $j_0$ in the right-hand side with $j$, then we obtain

$$(W_s f)^2 \lesssim 2^{Jn} M^{loc} \left[ \Phi^{(L)}(2^j \cdot) * f \right]^2 + \sum_{m=1}^{\infty} \sum_{j=J}^{\infty} 2^{2jn} M^{loc} \left[ \Gamma^{(L)}(2^j \cdot) * D_{m}^{s} f \right]^2.$$
If we argue similarly, we obtain
\[(Vf)^2 \lesssim 2^{2jn}M^{loc}[\Phi(l)(2^j \cdot) * f] + \sum_{m=1}^{n} \sum_{j=J}^{\infty} 2^{2jn}M^{loc}[\Gamma_m(l)(2^j \cdot) * D_m^s f]^2.\]

In total, we obtain
\[
Vf + W_s f \lesssim 2^{2jn}M^{loc}[\Phi(l)(2^j \cdot) * f] + \sum_{m=1}^{n} \left( \sum_{j=J}^{\infty} 2^{2jn}M^{loc}[\Gamma_m(l)(2^j \cdot) * D_m^s f]^2 \right)^{\frac{1}{2}}.
\]

By the vector-valued inequality for $M^{loc}$ (see Proposition 2.7), we have
\[
\|Vf\|_{L^p(w)} + \|W_s f\|_{L^p(w)} \lesssim \left\| \left( \sum_{j=J}^{\infty} 2^{2jn}M^{loc}[\Gamma_m(l)(2^j \cdot) * D_m^s f]^2 \right)^{\frac{1}{2}} \right\|_{L^p(w)}.
\]

The first term in the right-hand side can be controlled by $M^{loc}$ (see Proposition 2.5), while we can control the second term using the Rademacher sequence similar to [26, §4] and the boundedness of generalized local singular integral operators. The result is
\[
\|Vf\|_{L^p(w)} + \|W_s f\|_{L^p(w)} \lesssim \|f\|_{L^p(w)} + \sum_{m=1}^{n} \|D_m^s f\|_{L^p(w)},
\]
as required.

### 3.2 Reduction for the proof of (2)

We claim that we have only to prove Theorem 1.3 for $f \in (C_c \cap \mathcal{P}_{s+1}^1) L^{p(s)}(w) \cap L^2$.

Assume that $f \in L_{loc}^1$ satisfies $Vf + W_s f \in L^{p(s)}(w)$. Then $f \in L^{p(s)}(w)$. Hence, we have the wavelet decomposition for $s = 0$ since Theorem 1.3 with $s = 0$ is proved in [26].

We set
\[
f_N = \sum_{k \in \mathbb{Z}^n} \chi_{[0,N]}(|k|) \langle f, \varphi_{j,k} \rangle \varphi_{j,k} + \sum_{l=1}^{2^n-1} \sum_{j=J}^{N} \sum_{k \in \mathbb{Z}^n} \chi_{[0,N]}(|k|) \langle f, \psi_{j,k}^l \rangle \psi_{j,k}^l.
\]

Since $f_N$ is compactly supported and $s + 1$-times continuously differentiable, and each wavelet $\varphi_{j,k}$ and scaling function $\psi_{j,k}^l$ belong to $C_c \cap \mathcal{P}_{s+1}^1$, we see that $f_N \in C_c \cap \mathcal{P}_{s+1}^1 \subset L^{p(s)}(w) \cap L^2$.

Assume that the two-sided inequality (1.5) holds for any $f \in L^{p(s)}(w) \cap L^2$, that is,
\[
\|g\|_{L^{p(s)}(w)} \lesssim \|Vg + W_s g\|_{L^{p(s)}(w)}
\]
(3.5)
In particular, since we know that \( \| f_N \|_{L^p(\omega)} \leq 1 \) forms a bounded set in \( L^p(\omega) \) for any \( \alpha \) with length less than or equal to \( s \). According to the Fatou lemma, we obtain the left inequality of (1.5) for all test functions \( \theta \in C_c^\infty \).

Thus, \( D^\alpha f = f_\alpha \) in the weak sense and consequently, \( D^\alpha f \) belongs to \( L^p(\omega) \).

Due to the Fatou lemma, we obtain the left inequality of (1.5):

\[
\| f \|_{L^p(\omega)} \leq \liminf_{N \to \infty} \| f_N \|_{L^p(\omega)} \leq \lim_{N \to \infty} \| V f_N + W_s f_N \|_{L^p(\omega)} \leq \| V f + W_s f \|_{L^p(\omega)} < \infty.
\]

This implies that \( f \in L^p(\omega) \) and (1.5) holds.

Here and below, we suppose that \( f \in L^p(\omega) \cap L^2 \) to prove the left inequality of (1.5).

### 3.3 Proof of the left inequality in (1.5)

We suppose that \( f \in L^p(\omega) \cap L^2 \). According to the previous section, we have \( V f + W_s f \in L^p(\omega) \). To see that \( \| f \|_{L^p(\omega)} \leq \| V f + W_s f \|_{L^p(\omega)} \), it suffices to show that \( \| V[D^\alpha f] \|_{L^p(\omega)} + \| W_0[D^\alpha f] \|_{L^p(\omega)} \leq \| V f + W_s f \|_{L^p(\omega)} \) for any \( \alpha \) with \( |\alpha| \leq s \), since we proved that \( \| V[D^\alpha f] \|_{L^p(\omega)} + \| W_0[D^\alpha f] \|_{L^p(\omega)} \sim \| D^\alpha f \|_{L^p(\omega)} \) in [26].

Let \( \alpha \) be a multiindex with length \( s \). Fix \( j_0 \in \mathbb{Z} \cap [J, \infty) \), \( k_0 \in \mathbb{Z}^n \), and \( l_0 \in \{1, 2, \ldots, 2^n - 1\} \). We observe

\[
\left| \langle D^\alpha f, \psi_{j_0, k_0}^{l_0} \rangle \right| = \left| \langle f, D^\alpha \psi_{j_0, k_0}^{l_0} \rangle \right| \\
\leq \sum_{k \in \mathbb{Z}^n} \left| \langle f, \varphi_{j, k} \rangle \langle \varphi_{j, k}, D^\alpha \psi_{j_0, k_0}^{l_0} \rangle \right| + \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \left| \langle f, \psi_{j, k}^l \rangle \langle \psi_{j, k}^l, D^\alpha \psi_{j_0, k_0}^{l_0} \rangle \right|.
\]
Consequently, denoting by $\chi_{j,k}^*$, the modified indicator function of $\chi_{j,k}$, we obtain

$$\left| \langle D^n f, \psi_{j_0,k_0}^{l_0} \rangle \chi_{j_0,k_0} \right| \lesssim \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{j,k} \rangle| 2^{I_k - J - n - (j_0 - J)} \chi_{j_0,k_0}^* \chi_{j,k}^*$$

$$+ \sum_{l=1}^{2^n-1} \sum_{j=J} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle| 2^{I_k - j - n - \min(j,j_0) - |j-j_0|} \chi_{j_0,k_0}^* \chi_{j,k}^*$$

due to Lemma 2.13 (3) and (4). If we add (3.6) over $j_0, k_0$, and $l_0$, we obtain

$$\sum_{l_0=1}^{2^n-1} \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( |\langle D^n f, \psi_{j_0,k_0}^{l_0} \rangle \chi_{j_0,k_0} \rangle \right)^2$$

$$\lesssim \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{j,k} \rangle| 2^{I_k - (j_0 - J)} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

$$+ \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( \sum_{j=J} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle| 2^{I_k - j + \min(j,j_0) - |j-j_0|} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

Since $l_0$ moves over a finite set, we have

$$\sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{j,k} \rangle| 2^{I_k - (j_0 - J)} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

$$+ \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( \sum_{j=J} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle| 2^{I_k - j + \min(j,j_0) - |j-j_0|} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

Using the Cauchy-Schwarz inequality and

$$\sum_{j=J}^{\infty} 2^{-j + \min(j,j_0) - |j-j_0|} \leq \sum_{j=-\infty}^{\infty} 2^{-j + \min(j,j_0) - |j-j_0|} < \infty,$$

we obtain

$$\sum_{l_0=1}^{2^n-1} \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \left( |\langle D^n f, \psi_{j_0,k_0}^{l_0} \rangle \chi_{j_0,k_0} \rangle \right)^2$$

$$\lesssim \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{j,k} \rangle| 2^{I_k - (j_0 - J)} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

$$+ \sum_{j_0=J} \sum_{k_0 \in \mathbb{Z}^n} \sum_{j=J} \sum_{k \in \mathbb{Z}^n} \left( |\langle f, \psi_{j,k}^l \rangle| 2^{I_k - j + \min(j,j_0) - |j-j_0|} (2^{-\frac{j_0 n}{2}} \chi_{j_0,k_0}^*) \chi_{j,k}^* \right)^2$$

$$\lesssim \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{j,k} \rangle| \chi_{j,k}^* \right)^2 + \sum_{l=1}^{2^n-1} \sum_{j=J} \sum_{k \in \mathbb{Z}^n} \left( 2^{I_k} |\langle f, \psi_{j,k}^l \rangle| \chi_{j,k}^* \right)^2.$$
We can incorporate the term for $\langle D^\alpha f, \varphi_{J,k} \rangle$. The result is
\[
\sum_{k \in \mathbb{Z}^n} \left( |\langle D^\alpha f, \varphi_{J,k} \rangle \chi_{J,k}^* |^2 + \sum_{l_0=1}^{2^n} \sum_{j_0=J}^\infty \sum_{k_0 \in \mathbb{Z}^n} \left( |\langle D^\alpha f, \psi_{j_0,k_0}^0 \rangle \chi_{j_0,k_0} \right)^2 \right) 
\lesssim \sum_{k \in \mathbb{Z}^n} \left( |\langle f, \varphi_{J,k} \rangle \chi_{J,k}^* |^2 + \sum_{l=1}^{2^n-1} \sum_{j=J}^\infty \sum_{k \in \mathbb{Z}^n} \left( 2^{ls} |\langle f, \psi_{j,k}^l \rangle \chi_{j,k}^* \right|^2 \right).
\]
Consequently, we have a pointwise estimate
\[
V[D^\alpha f] + W_0[D^\alpha f] \lesssim Vf + Wsf.
\]
Thus, by Theorem 1.3 with $s = 0$, we obtain that $f \in L^{p(-,s)}(w)$.

3.4 Proof of Corollary 1.4

It is trivial that
\[
\|f\|_{L^{p(-,s)}(w)} \geq \|f\|_{L^p(w)} + \sum_{|a|=s} \|D^af\|_{L^p(w)}.
\]
For the opposite inequality, simply combine the left inequality in (1.5) with (3.4).

4 Fractional local weighted Sobolev spaces with variable exponents

This section considers the local weighted Sobolev space $L^{p(-,s)}(w)$ with a variable exponent for $s > 0$. As a preliminary step, Section 4.1 defines $L^{p(-,s)}(w)$. Section 4.2 investigates the complex interpolation to the minimum. By using this key tool, we extend Theorem 1.3 for $s > 0$ in Section 4.3. Sections 4.4 and 4.5 refine the wavelet decomposition obtained above. To loosen the postulate on $\varphi$ and $\psi$ Section 4.4 investigates the atomic decomposition. We try to decrease the order of the smoothness and the moment. Section 4.5 provides further refinement based on [17, 32] and the Haar function, which is a fundamental function that is useful to characterize function spaces.

4.1 Bessel potential operator $(1 - t^2 \Delta)^{-a}$ with $0 < t \ll 1$ and $\text{Re}(a) \geq 0$

First, we define the Sobolev space $L^{p(-,s)}(w)$ with a positive fractional order $s$.

**Definition 4.1** (Sobolev spaces with variable exponents defined by the Bessel potential). Fix $0 < t \ll 1$. Suppose that $p(\cdot) \in \mathcal{P} \cap L_{H_0} \cap L_{H_\infty}$, and let $w \in A^{\text{loc}}_{p(\cdot)}$. For $s \geq 0$, define
\[
L^{p(-,s)}(w) \equiv \{ g \in L^{p(-)}(w) : g = (1 - t^2 \Delta)^{-\frac{s}{2}} f \text{ for some } f \in L^{p(-)}(w) \}.
\]
If $g = (1 - t^2 \Delta)^{-\frac{s}{2}} f \in L^{p(-,s)}(w)$ for some $f \in L^{p(-)}(w)$, then define
\[
\|g\|_{L^{p(-,s)}(w)} \equiv \|f\|_{L^{p(-)}(w)}.
\]
If $0 < t_1, t_2 < \infty$ and $a > 0$, then $(1 - t_1^2 \Delta)^a (1 - t_2^2 \Delta)^{-a}$ is a generalized local singular integral operator. Hence, the definition of $L^{p(\cdot), s}(w)$ is independent of $t$.

Thanks to Theorem 2.15, $L^{p(\cdot), s}(w)$ is nested: $L^{p(\cdot), s_0}(w) \subset L^{p(\cdot), s_1}(w)$ for $s_0 > s_1 > 0$.

Note that the space $L^{p(\cdot), s}(w)$ with $s \in \mathbb{N}$ has two different definitions. One is from the weak derivative in $\mathcal{D}'$, and the other is from the Bessel potential. We show that they coincide with the equivalence of norms.

**Theorem 4.2.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$, and let $w \in A^{loc}_{p(\cdot)}$. Then the two definitions of $L^{p(\cdot), s}(w)$ coincide for all $s \in \mathbb{N}$.

**Proof.** Similar to Theorem 2.15, we can show that $D^\alpha (1 - t^2 \Delta)^{-s}$ is bounded on $L^{p(\cdot)}(w)$ as long as $|\alpha| \leq s$. This means that, as long as $|\alpha| \leq s$, $D^\alpha g \in L^{p(\cdot)}(w)$ is defined by the Bessel potential for any $g \in L^{p(\cdot), s}(w)$. Thus, the space $L^{p(\cdot), s}(w)$ which is defined by the Bessel potential is included in the one defined by the partial derivative.

Conversely, let $f \in L^{p(\cdot)}(w)$ be such that $D^\alpha f \in L^{p(\cdot)}(w)$ for any multiindex $\alpha$ with $|\alpha| \leq s$. We choose a finite collection of polynomials $\{P_k\}_{k \in K}$ of degree less than or equal to $s$ so that

$$(1 + t^2 |\xi|^2)^s = \sum_{k \in K} P_k(\xi)^2.$$\[
Then
$$f \in L^{p(\cdot)}(w) \mapsto P_k \left( \frac{1}{i} D \right) (1 - t^2 \Delta)^{-s} f \in L^{p(\cdot)}(w)$$\[
is a bounded linear operator, and we have a decomposition

$$f = (1 - t^2 \Delta)^{-s} \sum_{k \in K} P_k \left( \frac{1}{i} D \right) (1 - t^2 \Delta)^{-s} \left[ P_k \left( \frac{1}{i} D \right) f \right],$$\[
meaning that $f$ is a member in the Sobolev space $L^{p(\cdot), s}(w)$ by the Bessel potential. □

We investigate the lifting property of weighted Sobolev spaces with variable exponents.

**Proposition 4.3.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$. Let $w \in A^{loc}_{p(\cdot)}$ and $s_1 > s_2 \geq 0$. Then $(1 - t^2 \Delta)^{\frac{s_2 - s_1}{2}}$ is an isomorphism from $L^{p(\cdot), s_2}(w)$ to $L^{p(\cdot), s_1}(w)$.

**Proof.** It is clear that $(1 - t^2 \Delta)^{\frac{s_2 - s_1}{2}}$ is a bijection from $L^{p(\cdot), s_2}(w)$ to $L^{p(\cdot), s_1}(w)$ in view of the definitions of $L^{p(\cdot), s_2}(w)$ and $L^{p(\cdot), s_1}(w)$. The operator $(1 - t^2 \Delta)^{\frac{s_2 - s_1}{2}}$ is also injective, since $(1 - t^2 \Delta)^{s_1 + 1} (1 - t^2 \Delta)^{-s_1 - 1} - \frac{s_2 - s_1}{2} (1 - t^2 \Delta)^{\frac{s_2 + s_1}{2}} = id_{L^{p(\cdot), s_2}(w)}$. □
4.2 Complex interpolation I

We show that $L^{p(\cdot),s}(w)$ with any $s > 0$ has a wavelet characterization. We start by calculating the first complex interpolation.

**Proposition 4.4.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_{\infty}$, and let $w \in A^{loc}_{p(\cdot)}$. Additionally, let $s_0, s_1, s$ and $\theta$ satisfy $s_0, s_1, s \geq 0$, $0 < \theta < 1$ and $s = (1 - \theta)s_0 + \theta s_1$. Then

$$[L^{p(\cdot),s_0}(w), L^{p(\cdot),s_1}(w)]_\theta = L^{p(\cdot),s}(w).$$

**Proof.** We may assume $s_0 \neq s_1$. Otherwise, there is nothing to prove since $s = s_0 = s_1$. We may also assume $s_0 > s_1$ by symmetry. Let $F \in \mathcal{F}(L^{p(\cdot),s_0}(w), L^{p(\cdot),s_1}(w))$.

We aim to show that $F(\theta) \in L^{p(\cdot),s}(w)$.

Fix $t$ as in Theorem 2.15. We define

$$G_N(z) = e^{(z-\theta)^2} (1 - \frac{\Delta}{2})^{\frac{s_1-s_0}{2}} [(1 - N^{-1}\Delta)^{-s_0-s_1-n-2} [F(z)] \quad (z \in \tilde{S}, N \in \mathbb{N}).$$

Fix $N \gg 1$ and $(a, b) \in [0, 1] \times \mathbb{R}$. We write out $\|G_N(a + bi)\|_{L^{p(\cdot),s_0}(w)}$ in full:

$$\|G_N(a + bi)\|_{L^{p(\cdot),s_0}(w)} = e^{(a-\theta)^2 - b^2} \left(1 - \frac{\Delta}{2} \right)^{\frac{s_1-s_0}{2}} (1 - N^{-1}\Delta)^{-s_0-s_1-n-2} [F(a + bi)] \|_{L^{p(\cdot),s_0}(w)}.$$ 

If we employ Theorem 2.15, then

$$\|G_N(a + bi)\|_{L^{p(\cdot),s_0}(w)} \lesssim e^{-\beta} \left(1 + |b|^{n+2} + \frac{1}{|\Gamma(a + bi)|} \right) \left(1 - N^{-1}\Delta)^{-s_0-s_1-n-2} [F(a + bi)] \|_{L^{p(\cdot),s_0}(w)}.$$ 

From (2.13),

$$\|G_N(a + bi)\|_{L^{p(\cdot),s_0}(w)} \lesssim \left\| (1 - N^{-1}\Delta)^{-s_0-s_1-n-2} [F(a + bi)] \right\|_{L^{p(\cdot),s_0}(w)} = \left\| (1 - N^{-1}\Delta)^{-s_0-s_1-n-2} (1 - \frac{\Delta}{2})^{\frac{s_1-s_0}{2}} [F(a + bi)] \right\|_{L^{p(\cdot)}(w)}.$$ 

Then thanks to Theorem 2.15

$$\|G_N(a + bi)\|_{L^{p(\cdot),s_0}(w)} \lesssim \left\| (1 - \frac{\Delta}{2})^{\frac{s_1-s_0}{2}} [F(a + bi)] \right\|_{L^{p(\cdot)}(w)} = \|F(a + bi)\|_{L^{p(\cdot),s_0}(w)}$$

with the implicit constant independent of $N$. Meanwhile

$$z \in \tilde{S} \mapsto e^{(z-\theta)^2} (1 - \frac{\Delta}{2})^{\frac{s_1-s_0}{2}} (1 - N^{-1}\Delta)^{-s_0-s_1-n-2} \in B(L^{p(\cdot)}(w))$$

is bounded and continuous on $\tilde{S}$ due to Theorem 2.15 and holomorphic in $S$ due to Corollary 2.16. Consequently, it follows from Theorem 2.15 that

$$G_N \in \mathcal{F}(L^{p(\cdot),s_0}(w), L^{p(\cdot),s_0}(w)).$$
From Example 2.19

$$G_N(\theta) = (1 - t^2 \Delta)^{s_0 - s_1} [(1 - N^{-1} \Delta)^{-s_0 - s_1 - n - 2} F(\theta)] \in L^{p(\cdot), s_0}(w),$$

and

$$\| (1 - t^2 \Delta)^{s_0 - s_1} [(1 - N^{-1} \Delta)^{-s_0 - s_1 - n - 2} F(\theta)] \|_{L^{p(\cdot), s_0}(w)} \lesssim \| f \|_{[F(L^{p(\cdot), s_0}(w)), L^{p(\cdot), s_0}(w)]\theta}$$

with the implicit constant independent of $N$. Hence

$$(1 - N^{-1} \Delta)^{-s_0 - s_1 - n - 2} F(\theta) \in L^{p(\cdot), s}(w)$$

and

$$\| (1 - N^{-1} \Delta)^{-s_0 - s_1 - n - 2} F(\theta) \|_{L^{p(\cdot), s}(w)} \lesssim \| f \|_{[F(L^{p(\cdot), s_0}(w)), L^{p(\cdot), s_0}(w)]\theta}$$

with the implicit constant independent of $N$. Meanwhile, Corollary 2.17 yields $(1 - N^{-1} \Delta)^{-s_0 - s_1 - n - 2} F(\theta) \to F(\theta)$ as $N \to \infty$. Similar to Section 3.2, we conclude $F(\theta) \in L^{p(\cdot), s}(w)$ using the Banach–Alaoglu theorem. Consequently $[L^{p(\cdot), s_0}(w), L^{p(\cdot), s_1}(w)]\theta \subseteq L^{p(\cdot), s}(w)$.

Conversely, we let $f \in L^{p(\cdot), s}(w)$, so that $f = (1 - t^2 \Delta)^{-\frac{1}{2}} g$ for some $g \in L^{p(\cdot)}(w)$. We have a decomposition

$$g_0 = (1 - N_0^{-1} \Delta)^{-4n} g, \quad g_k = (1 - N_k^{-1} \Delta)^{-4n} g - (1 - N_{k-1}^{-1} \Delta)^{-4n} g, \quad g = \sum_{k=0}^{\infty} g_k,$$

where $\{N_k\}_{k=0}^{\infty}$ is an increasing sequence of integers such that

$$\sum_{k=1}^{\infty} \| g_k \|_{L^{p(\cdot)}(w)} \leq 2 \| g \|_{L^{p(\cdot)}(w)}.$$

Define

$$F_k(z) = e^{(z-\theta)^2} (1 - t^2 \Delta)^{s_0 - s_1} (z-\theta)^{-\frac{1}{2}} g_k$$

for each $k \in \mathbb{N}$ and $z \in \bar{S}$. Then $F_k \in F(L^{p(\cdot), s_0}(w), L^{p(\cdot), s_1}(w))$ with

$$\| F_k \|_{F(L^{p(\cdot), s_0}(w), L^{p(\cdot), s_1}(w))} \lesssim \| g_k \|_{L^{p(\cdot)}(w)}$$

due to Theorem 2.15 and Corollary 2.16. Consequently

$$f = \sum_{k=0}^{\infty} F_k(\theta) \in [L^{p(\cdot), s_0}(w), L^{p(\cdot), s_1}(w)]\theta.$$

\[\square\]

### 4.3 Wavelet characterization of $L^{p(\cdot), s}(w)$ with $s > 0$

We characterize $L^{p(\cdot), s}(w)$ in terms of the wavelet coefficients for any $s > 0$ by means of the complex interpolation and Theorem 1.3, which considers the case of $s \in \mathbb{N}$.  
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According to Theorem 1.3, it is useful to define the space \( f_2^{(\cdot),s}(w) \) for \( s \in \mathbb{R} \) which is the set of all sequences \( \{\lambda_{j,k}\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n} \) satisfying

\[
\left\| \{\lambda_{j,k}\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n} \right\|_{f_2^{(\cdot),s}(w)} = \left\| \left( \sum_{j=k}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} \lambda_{j,k} \chi_{j,k} \right)^{1/2} \right\|_{L^p(\cdot,w)} < \infty.
\]

We define

\[
f_2^{(\cdot),s}(w) = \{ \{\lambda_k\}_{k \in \mathbb{Z}^n} \cup \{\lambda_{j,k}\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n, l \in \{1,2,\ldots,2^n-1\}} : \{\lambda_{j,k}\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n} \in f_2^{(\cdot),s}(w) \text{ for all } l = 0,1,\ldots,2^n-1 \},
\]

where it is understood that

\[
\lambda_{0,j,k} = \begin{cases} 
\lambda_k & (j = J), \\
0 & \text{(otherwise)}.
\end{cases}
\]

Theorem 1.3 asserts that

\[
\Psi = \Psi^{\varphi,\psi^l} : f \in L^{(\cdot),s}(w) \rightarrow \{ \{\varphi_{j,k}, f\}_{k \in \mathbb{Z}^n} \cup \{\psi_{j,k}^l, f\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n, l = 1,2,\ldots,2^n-1} \in f_2^{(\cdot),s}(w) \}
\]

and

\[
\Phi = \Phi^{\varphi,\psi^l} : \{\lambda_k\}_{k \in \mathbb{Z}^n} \cup \{\lambda_{j,k}\}_{j \in \mathbb{Z} \cap (J,\infty), k \in \mathbb{Z}^n, l \in \{1,2,\ldots,2^n-1\}} \in f_2^{(\cdot),s}(w) \rightarrow \sum_{k \in \mathbb{Z}^n} \lambda_k \varphi_{j,k}^l + \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \lambda_{j,k}^l \psi_{j,k}^l \in L^{(\cdot),s}(w)
\]

are bounded linear operators for \( s \in \mathbb{N} \). Furthermore, by the property of wavelets

\[
\Phi(\Psi f) = f
\]

for all \( f \in L^{(\cdot),s}(w) \).

To show that the space \( L^{(\cdot),s}(w) \) with \( s \in (0,\infty) \setminus \mathbb{N} \) is realized as a complex interpolation, we need the following lemma.

**Lemma 4.5.** Let \( s > 0 \) and suppose that we have two couples \((\varphi,\psi^l)\) and \((\bar{\varphi},\bar{\psi}^l), l = 1,2,\ldots,2^n-1\) of \( C^{[s+1]}\)-functions as in (1.3). Then for all \( f \in L_{loc}^1 \),

\[
\|V^\varphi f\|_{L^p(\cdot,w)} + \|W_s^\varphi f\|_{L^p(\cdot,w)} \sim \|V^\varphi f\|_{L^p(\cdot,w)} + \|W_s^\varphi f\|_{L^p(\cdot,w)}.
\]

**Proof.** It suffices to show

\[
\|V^\varphi f\|_{L^p(\cdot,w)} + \|W_s^\varphi f\|_{L^p(\cdot,w)} \lesssim \|V^\varphi f\|_{L^p(\cdot,w)} + \|W_s^\varphi f\|_{L^p(\cdot,w)}
\]

by symmetry. We content ourselves with the proof of

\[
\|W_s^\varphi f\|_{L^p(\cdot,w)} \lesssim \|V^\varphi f\|_{L^p(\cdot,w)} + \|W_s^\varphi f\|_{L^p(\cdot,w)}.
\]
since the proof of \( \|V^2 f\|_{L^p(\mathbb{C}^n)} \lesssim \|V^2 f\|_{L^p(\mathbb{C}^n)} + \|W^2 f\|_{L^p(\mathbb{C}^n)} \) is similar.

Let \( j_0 \geq J, k_0 \in \mathbb{Z}^n \), and \( l_0 = 1, 2, \ldots, 2^n - 1 \) be fixed. We calculate

\[
|\langle \delta_{j_0}^l, f \rangle| \\
\leq \sum_{k \in \mathbb{Z}^n} |\langle \delta_{j_0}^l, \varphi_{J,k} \rangle| \cdot |\langle f, \varphi_{J,k} \rangle| + \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |\langle \delta_{j_0}^l, \psi_{J,k}^l \rangle| \cdot |\langle f, \psi_{J,k}^l \rangle|.
\]

The moment condition yields

\[
\sum_{k \in \mathbb{Z}^n} \chi_{[0,2^{-J+1}(2N-1)]}(|2^{-J}k - 2^{-j_0}k_0|) 2^{-\frac{(j+j_0)n}{2} + Jn - (j_0-J)(s+1)} |\langle f, \varphi_{J,k} \rangle| \\
\leq \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \chi_{[0,2^{-1}(j_0-J)(2N-1)]}(|2^{-J}k - 2^{-j_0}k_0|) \\
\times 2^{-\frac{(j+j_0)n}{2} + \min(j,j_0)n - |j_0-j|(s+1)} |\langle f, \psi_{J,k}^l \rangle|,
\]

where we also employed Lemma 2.13 (3) and (4). Consequently

\[
2^{\frac{J_0s}{2}} |\langle \delta_{j_0}^l, f \rangle| \chi_{j_0,k_0} \\
\lesssim \sum_{k \in \mathbb{Z}^n} 2^{j_0s - \frac{(j+j_0)n}{2} + Jn - (j_0-J)(s+1)} |\langle f, \varphi_{J,k} \rangle| \chi_{j_0,k_0}^* \chi_{J,k} \\
+ \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} 2^{j_0s - \frac{(j+j_0)n}{2} + \min(j,j_0)n - |j_0-j|(s+1)} |\langle f, \psi_{J,k}^l \rangle| \chi_{j_0,k_0}^* \chi_{J,k} \\
= \sum_{k \in \mathbb{Z}^n} 2^{-|j_0-J|(s+1)-s} 2^{Jn + Js - \frac{(j+j_0)n}{2}} |\langle f, \varphi_{J,k} \rangle| \chi_{j_0,k_0}^* \chi_{J,k} \\
+ \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} 2^{-|j_0-j|(s+1)-s} 2^{Js - \frac{(j+j_0)n}{2} + \min(j,j_0)n} |\langle f, \psi_{J,k}^l \rangle| \chi_{j_0,k_0}^* \chi_{J,k}.
\]

If we add this estimate over \( k_0 \in \mathbb{Z}^n \), then

\[
\sum_{k_0 \in \mathbb{Z}^n} 2^{j_0s} |\langle \delta_{j_0}^l, f \rangle| \chi_{j_0,k_0} \\
\lesssim \sum_{k \in \mathbb{Z}^n} 2^{-|j_0-J|(s+1)-s} 2^{Jn + Js - \frac{(j+j_0)n}{2}} |\langle f, \varphi_{J,k} \rangle| \chi_{J,k} \\
+ \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} 2^{-|j_0-j|(s+1)-s} 2^{Js - \frac{(j+j_0)n}{2} + \min(j,j_0)n} |\langle f, \psi_{J,k}^l \rangle| \chi_{J,k} \\
\lesssim \sum_{k \in \mathbb{Z}^n} 2^{-|j_0-J|(s+1)-s} 2^{Jn + Js - \frac{(j+j_0)n}{2}} |\langle f, \varphi_{J,k} \rangle| \chi_{J,k} \\
+ \left( \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} 2^{-2|j_0-j|(s+1)-2Js} \frac{2^{\frac{Jn + Js - (j+j_0)n}{2}}}{\chi_{J,k}^*} \right)^{\frac{1}{2}}.
\]
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The last inequality uses the Cauchy–Schwartz inequality. Next, we take the \( \ell^2 \)-norm over \( j_0 \geq J \), which gives

\[
\sum_{j_0=J}^{\infty} \left( \sum_{k_0 \in \mathbb{Z}^n} 2^{j_0 s} |\langle \psi_{j_0,k_0}^l, f \rangle| \chi_{j_0,k_0} \right)^2 \\
 \lesssim \sum_{k \in \mathbb{Z}^n} |\langle f, \varphi_{J,k} \rangle| \chi_{J,k} + \left( \sum_{j=1}^{2^n-1} \sum_{k \in \mathbb{Z}^n} 2^{2j s} |\langle f, \psi_{j,k}^l \rangle|^2 \chi_{j,k} \right)^{\frac{1}{2}}.
\]

Thus, we obtain \( W_s^\psi f \lesssim V^\varphi f + W_s^{\psi^l} f \), which yields (3.7) and the desired result. \( \square \)

**Theorem 4.6.** Suppose that \( p(\cdot) \in \mathcal{P} \cap L^0_0 \cap L^\infty_0 \), and \( w \in A^0_{p(\cdot)} \). Let \( s > 0 \) and \( \widetilde{\Psi} = \widetilde{\Psi}_{\varphi,\psi^l} : f \in L^{p(\cdot)}(w) \mapsto \widetilde{\Psi}(f) = \widetilde{\Psi}_{\varphi,\psi^l}(f) \in \widetilde{\mathcal{F}}^0_{p(\cdot),0}(w) \) be the wavelet coefficient operator with \( \varphi, \psi^l \in C^{[s+1]} \). Then \( f \in L^{p(\cdot)}(w) \) belongs to \( L^{p(\cdot),s}(w) \) if and only if \( W_s f = W_s^{\psi^l} f \in L^{p(\cdot)}(w) \).

It should be noted that \( Vf \in L^{p(\cdot)}(w) \) since the case of \( s = 0 \) is already covered in [26].

**Proof.** We may assume that \( s \in (0, \infty) \setminus \mathbb{N} \). Otherwise, Theorem 4.6 is covered by Theorem 1.3. First, assume that the collection \( \varphi, \psi^l \), \( l = 1, 2, \ldots, 2^n - 1 \) satisfies the requirements in (1.3) with \([s+1]\) replaced by \([s+2]\). Here, we keep in mind that (1.3) requires that \( \varphi, \psi^l \in C^{m+1} \) for the function space \( L^{p(\cdot),m} \) with \( m \in \mathbb{N} \).

Since we know that \( \widetilde{\Psi}_{\varphi,\psi^l} \) is an isomorphism from \( L^{p(\cdot)}(w) \) to \( \widetilde{\mathcal{F}}^0_{p(\cdot),0}(w) \) and from \( L^{p(\cdot),[s+1]}(w) \) to \( \widetilde{\mathcal{F}}^0_{p(\cdot),[s+1]}(w) \) by the complex interpolation, we see that \( \widetilde{\Psi}_{\varphi,\psi^l} \) is an isomorphism from \( L^{p(\cdot),s}(w) \) to \( \widetilde{\mathcal{F}}^0_{p(\cdot),s}(w) \).

Since the expressions

\[
\| V^\varphi f \|_{L^{p(\cdot)}(w)} + \| W_s^{\psi^l} f \|_{L^{p(\cdot)}(w)} \leq \| V^\varphi f \|_{L^{p(\cdot)}(w)} + \| W_s^{\psi^l} f \|_{L^{p(\cdot)}(w)}
\]

are equivalent due to Lemma 4.5 as long as the collection \( \varphi, \psi^l \) satisfies the requirements in (1.3), it follows that \( f \in L^{p(\cdot)}(w) \) belongs to \( L^{p(\cdot),s}(w) \) if and only if \( W_s^{\psi^l} f \in L^{p(\cdot)}(w) \), or equivalently, \( W_s^{\psi^l} f \in L^{p(\cdot)}(w) \). \( \square \)

### 4.4 Atomic decomposition

Fix \( J \in \mathbb{Z} \).

**Definition 4.7.** Let \( s \in \mathbb{R}, j \in \mathbb{Z} \cap (J, \infty) \), and \( k \in \mathbb{Z}^n \). Suppose that the integers \( K, L \in \mathbb{Z} \) satisfy \( K \geq 0 \) and \( L \geq -1 \).

1. A function \( a \in C^K \) is an atom centered at \( Q_{j,k} \) if the following differential inequality holds:

\[
| \partial^\alpha a | \leq \chi_{3Q_{j,k}}, \quad | \alpha | \leq K.
\]
2. A function \( a \in C^K \cap P_{2}^+ \) is an atom centered at \( Q_{j,k} \) if it satisfies the following differential inequality:

\[
|\partial^\alpha a| \leq 2^{\frac{|\alpha|}{2} + |\alpha|} \chi_{3Q_{j,k}}, \quad |\alpha| \leq K.
\] (4.3)

**Theorem 4.8.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \), and \( w \in A^{loc}_{p(\cdot)} \). Let \( s > 0 \). Suppose that we have atoms \( a_{\nu,m} \) centered at \( Q_{\nu,m} \) for each \( \nu \in \mathbb{Z} \cap [J, \infty) \) and \( m \in \mathbb{Z}^n \). Additionally, let

\[
\lambda \equiv \{ \lambda_{\nu,m} \mid \nu \in \mathbb{Z} \cap [J, \infty), m \in \mathbb{Z}^n \} \subset \mathbb{C}
\]
satisfy

\[
\left\| \left( \sum_{\nu = J}^\infty \left| 2^{\nu s} \sum_{m \in \mathbb{Z}^n} \lambda_{\nu,m} \chi_{\nu,m} \right| \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(w)} < \infty.
\]

Then

\[
f \equiv \sum_{\nu = J}^\infty \sum_{m \in \mathbb{Z}^n} \lambda_{\nu,m} a_{\nu,m}
\]
converges in \( L^{p(\cdot),s}(w) \) and satisfies

\[
\|f\|_{L^{p(\cdot),s}(w)} \lesssim \left\| \left( \sum_{\nu = J}^\infty \left| 2^{\nu s} \sum_{m \in \mathbb{Z}^n} \lambda_{\nu,m} \chi_{\nu,m} \right| \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(w)}.
\]

**Proof.** We can assume that \( \lambda_{\nu,m} = 0 \) if \( \nu + |m| \gg 1 \) by the truncation argument. Thus, we can concentrate on the norm estimate. The proof of the convergence of the series defining \( f \) follows immediately if this norm estimate is valid at least for the type above of sequences.

We prove

\[
\|Vf + W_s f\|_{L^{p(\cdot)}(w)} \lesssim \left\| \left( \sum_{\nu = J}^\infty \left| 2^{\nu s} \sum_{m \in \mathbb{Z}^n} \lambda_{\nu,m} \chi_{\nu,m} \right| \right)^{\frac{1}{2}} \right\|_{L^{p(\cdot)}(w)}.
\]

Since \( Vf \) is easier to handle than \( W_s f \), we concentrate on \( W_s f \). Let \( l = 1, 2, \ldots, 2^n - 1 \) be fixed. Write

\[
\delta(\nu, k, m) = \chi_{[0.2^{\min(\nu,k)}D]}([2^{-\nu}m - 2^{-j}k])
\]
for some large constant \( D > 0 \).

As long as \( D \) is sufficiently large, we have

\[
|\langle a_{\nu,m}, \psi_{j,k} \rangle| \lesssim 2^{-\frac{\nu + n}{2} - \nu + \min(\nu,k)n} \delta(\nu, k, m).
\]
Thus
\[
\sum_{j=J}^{\infty} 2^{2js} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle|^2 \chi_{j,k}
= \sum_{j=J}^{\infty} 2^{2js} \sum_{k \in \mathbb{Z}^n} \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} \lambda_{\nu,m} \langle a_{\nu,m}, \psi_{j,k}^l \rangle^2 \chi_{j,k}
\leq \sum_{j=J}^{\infty} 2^{2js} \sum_{k \in \mathbb{Z}^n} \left( \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} |\lambda_{\nu,m}| \left| \langle a_{\nu,m}, \psi_{j,k}^l \rangle \right| \right)^2 \chi_{j,k}
\leq \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \left( \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} |\lambda_{\nu,m}| \left( 2^{s+\frac{1}{2}n-|\nu-j|([s+1]-s)} \right) \delta(j, \nu, k, m)^2 \chi_{j,k} \right)
\leq \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \left( \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} |\lambda_{\nu,m}| \left( 2^{s+\frac{1}{2}n-|\nu-j|([s+1]-s)} \right) \delta(j, \nu, k, m)^2 \chi_{j,k} \right)
\leq \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle|^2 \chi_{j,k}
\]

Arithmetic shows
\[
-\frac{\nu+j}{2} n - |\nu-j|([s+1]-s) - s|\nu-j| + sj + \min(j, \nu)n
\leq \begin{cases} 
 s\nu + \frac{\nu}{2} n - (\nu-j)((s+1)+n) - \frac{j}{2} n & \text{if } \nu \geq j, \\
 s\nu + \frac{\nu}{2} n - (j-\nu)((s+1)-s) - \frac{j}{2} n & \text{if } \nu \leq j.
\end{cases}
\]

We also note that
\[
\sum_{m \in \mathbb{Z}^n} 2^{\nu s + \frac{\nu}{2} n} |\lambda_{\nu,m}| \delta(j, \nu, k, m) \chi_{Q_j, k} \lesssim M^{\text{loc}} \left[ \sum_{m \in \mathbb{Z}^n} 2^{\nu s} \lambda_{\nu,m} \chi_{\nu,m} \right] \chi_{Q_j, k}.
\]

By virtue of these observations, we obtain
\[
\sum_{j=J}^{\infty} 2^{2js} \sum_{k \in \mathbb{Z}^n} |\langle f, \psi_{j,k}^l \rangle|^2 \chi_{j,k}
\leq \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \left( \sum_{\nu=J}^{\infty} 2^{-|\nu-j|([s+1]-s)} \sum_{m \in \mathbb{Z}^n} |\lambda_{\nu,m}| 2^{s+\frac{1}{2}n} \delta(j, \nu, k, m) \chi_{Q_j, k} \right)^2
\leq \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \left( \sum_{\nu=J}^{\infty} 2^{-|\nu-j|([s+1]-s)} M^{\text{loc}} \left[ \sum_{m \in \mathbb{Z}^n} 2^{\nu s} \lambda_{\nu,m} \chi_{\nu,m} \right] \chi_{Q_j, k} \right)^2.
\]

A geometric observation shows that
\[
\sum_{k \in \mathbb{Z}^n} \chi_{Q_j, k} = 1
\]
for all \( j \in \mathbb{Z} \). By the Cauchy–Schwartz inequality for the summation over \( \nu \) and \( j \), we obtain

\[
\sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} 2^{2jn} |\langle f, \psi_{j,k}^j \rangle|^2 \chi_{j,k}
\]

\[
\lesssim \sum_{j=J}^{\infty} \left( \sum_{\nu=J}^{\infty} 2^{-|j-\nu|((s+1)-s)} M_{\text{loc}}^{\nu} \left( \sum_{m \in \mathbb{Z}^n} 2^{\nu} \lambda_{\nu,m} \chi_{\nu,m} \right) \right)^2
\]

\[
\lesssim \sum_{j=J}^{\infty} \sum_{\nu=J}^{\infty} 2^{-|j-\nu|((s+1)-s)} \left( M_{\text{loc}}^{\nu} \left( \sum_{m \in \mathbb{Z}^n} 2^{\nu} \lambda_{\nu,m} \chi_{\nu,m} \right) \right)^2
\]

\[
\lesssim \sum_{\nu=J}^{\infty} \left( M_{\text{loc}}^{\nu} \left( \sum_{m \in \mathbb{Z}^n} 2^{\nu} \lambda_{\nu,m} \chi_{\nu,m} \right) \right)^2,
\]

where we change the order of the summation in the last inequality. Finally, taking the \( L^p(w) \)-norm, we obtain the desired result.

### 4.5 Characterization by Haar wavelets

Here, we demonstrate the Haar-wavelet characterization. See [17, 32] for more information on some recent research. We define

\[
h_M = \chi_{[0, \frac{1}{2})} - \chi_{(\frac{1}{2}, 1)}, \quad h_F = \chi_{[0,1)}.
\]

The functions \( h_M \) and \( h_F \) are called the Haar wavelet and the Haar scaling function, respectively.

We set

\[
\{M, F\}^n = \{M, F\}^n \setminus \{(F, F, \ldots, F)\}.
\]

Haar wavelets on \( \mathbb{R}^n \) are defined by the usual tensor product procedure:

\[
H_{j,k}^G \equiv \otimes_{r=1}^n H_{j,k_r}^G
\]

for \( j \in \mathbb{Z} \cap [J, \infty) \),

\[
G = (G_1, \ldots, G_n) \in G^j = \begin{cases} 
\{M, F\}^n & (j = J), \\
\{M, F\}^n \setminus \{(F, F, \ldots, F)\} & (j > J)
\end{cases}
\]

and

\[
k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}^n.
\]

In our next theorem, we show that \( H_{j,k}^G \) can be substituted for \( \psi_{j,k}^j \) and \( \varphi_{j,k} \).
Theorem 4.9. Let \( s \in \left[ 0, \frac{1}{\max(2,p_+)} \right) \). Then, for all \( f \in L^{p(\cdot, s)}(w) \),

\[
\left\| \left( \sum_{j=J}^{\infty} \sum_{G \in G^j} 2^{js} \sum_{k \in \mathbb{Z}^n} \langle f, H^G_{j,k} \rangle H^G_{j,k} \right)^2 \right\|^{\frac{1}{2}}_{L^{p(\cdot, s)}(w)} \lesssim \| f \|_{L^{p(\cdot, s)}(w)}. \tag{4.4}
\]

Proof. We will justify that we may assume \( f \in L^{p(\cdot, s)}(w) \cap L^2 \). In fact, thanks to Theorem 4.8, the space \( L^{p(\cdot, s)}(w) \cap L^2 \) is dense in \( L^{p(\cdot, s)}(w) \). Thus, for \( f \in L^{p(\cdot, s)}(w) \), we can choose \( \{ f_i \}_{i=1}^{\infty} \subset L^{p(\cdot, s)}(w) \cap L^2 \) such that \( f_i \to f \) in \( L^{p(\cdot, s)}(w) \). Suppose that we have proved (4.4) for any \( f \in L^{p(\cdot, s)}(w) \cap L^2 \). Then we have

\[
\left\| \left( \sum_{j=J}^{\infty} \sum_{G \in G^j} 2^{js} \sum_{k \in \mathbb{Z}^n} \langle f_i, H^G_{j,k} \rangle H^G_{j,k} \right)^2 \right\|^{\frac{1}{2}}_{L^{p(\cdot, s)}(w)} \lesssim \| f_i \|_{L^{p(\cdot, s)}(w)}.
\]

Then by Fatou’s lemma and \( \lim_{l \to \infty} \langle f_i, H^G_{j,k} \rangle = \langle f, H^G_{j,k} \rangle \), we have

\[
\left\| \left( \sum_{j=J}^{\infty} \sum_{G \in G^j} 2^{js} \sum_{k \in \mathbb{Z}^n} \langle f, H^G_{j,k} \rangle H^G_{j,k} \right)^2 \right\|^{\frac{1}{2}}_{L^{p(\cdot, s)}(w)} \leq \liminf_{j \to \infty} \left\| \left( \sum_{j=J}^{\infty} \sum_{G \in G^j} 2^{js} \sum_{k \in \mathbb{Z}^n} \langle f_i, H^G_{j,k} \rangle H^G_{j,k} \right)^2 \right\|^{\frac{1}{2}}_{L^{p(\cdot, s)}(w)}.
\]

Since \( \| f \|_{L^{p(\cdot, s)}(w)} \to \| f \|_{L^{p(\cdot, s)}(w)} \) as \( l \to \infty \), (4.4) holds for any \( f \in L^{p(\cdot, s)}(w) \).

Let \( f \in L^{p(\cdot, s)}(w) \cap L^2 \) here and below. Let

\[
f = \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \sum_{G \in G^j} \langle f, H^G_{j,k} \rangle H^G_{j,k}
\]

be the wavelet decomposition. We may assume that the sum is finite using the simple truncation procedure. Then

\[
f = \sum_{j=J}^{\infty} \sum_{k, m \in \mathbb{Z}^n} \sum_{G \in G^j} \langle f, H^G_{j,k} \rangle \cdot \langle H^G_{j,k}, \varphi_{j,m} \rangle \varphi_{j,m}
+
\sum_{j, \nu=J}^{\infty} \sum_{k, m \in \mathbb{Z}^n} \sum_{G \in G^j} 2^{n-1} \sum_{l=1}^{2^n-1} \langle f, H^G_{j,k} \rangle \cdot \langle H^G_{j,k}, \psi^l_{\nu,m} \rangle \psi^l_{\nu,m}.
\]

Write

\[
\mu^{l,G,1}_{\nu,m} = \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \langle f, H^G_{j,k} \rangle \cdot \langle H^G_{j,k}, \psi^l_{\nu,m} \rangle,
\]

\[
\mu^{l,G,2}_{\nu,m} = \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \langle f, H^G_{j,k} \rangle \cdot \langle H^G_{j,k}, \psi^l_{\nu,m} \rangle,
\]

\[
\mu^{l,G}_{\nu,m} = \mu^{l,G,1}_{\nu,m} + \mu^{l,G,2}_{\nu,m}.
\]
We estimate
\[ |\mu_{\nu,m}^{l,G,1}| \lesssim \sum_{j=\nu}^{\infty} \sum_{k \in \mathbb{Z}^n, (H_j^G, \psi_{j,k}^{l,m}) \neq 0} 2^{\frac{2}{n}(\nu-j)} |\langle f, H_j^G \rangle|, \]

We fix a small constant \( \varepsilon \) that is specified in the end of the proof. Note that \( \langle H_j^G, \psi_{j,k}^{l,m} \rangle = O(2^{\frac{2}{n}(\nu-j)}) \). As a result,

\[ (|\mu_{\nu,m}^{l,G,1}| \chi_{\nu,m})^2 \lesssim \left( \sum_{j=\nu}^{\infty} \sum_{k \in \mathbb{Z}^n, (H_j^G, \psi_{j,k}^{l,m}) \neq 0} 2^{\frac{2}{n}(\nu-j)} |\langle f, H_j^G \rangle| \chi_{\nu,m} \right)^2 \]

\[ \lesssim \sum_{j=\nu}^{\infty} 2^{2(\nu-j)} \left( \sum_{k \in \mathbb{Z}^n, (H_j^G, \psi_{j,k}^{l,m}) \neq 0} |\langle f, H_j^G \rangle| \chi_{\nu,m} \right)^2 \]

\[ \lesssim \sum_{j=\nu}^{\infty} 2^{-5\varepsilon(\nu-j)} \left( \sum_{k \in \mathbb{Z}^n, (H_j^G, \psi_{j,k}^{l,m}) \neq 0} \frac{2^{\frac{2n}{n+2\varepsilon}} |\langle f, H_j^G \rangle|}{(1 + |2^j - k|)^{n+2\varepsilon}} \chi_{\nu,m} \right)^2 \]

Thus, by the vector-valued maximal inequality for \( M_{\text{loc}} \),

\[ \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} \sum_{G \in G^j} \sum_{l=1}^{2^{n-1}} |\mu_{\nu,m}^{l,G,1}| \psi_{\nu,m}^{l} \]

\[ \lesssim \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} \sum_{j=\nu}^{\infty} 2^{-5\varepsilon(\nu-j)} \left( \sum_{k \in \mathbb{Z}^n, (H_j^G, \psi_{j,k}^{l,m}) \neq 0} \frac{2^{\frac{2n}{n+2\varepsilon}} |\langle f, H_j^G \rangle|}{(1 + |2^j - k|)^{n+2\varepsilon}} \chi_{\nu,m} \right)^2 \]

we can control the first term.
Next, we consider the second term. We calculate
\[
\sum_{m \in \mathbb{Z}^n} (|\mu_{\nu,m}^{1,G,2}| \chi_{\nu,m})^2 \lesssim \sum_{m \in \mathbb{Z}^n} \sum_{j=J}^{\nu-1} 2^{2(\nu-j)\varepsilon-(\nu-j)n} \sum_{k \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} (|\langle f, H_j \psi_{\nu,m}^k \rangle| \chi_{\nu,m})^2
\]
\[
= \sum_{m \in \mathbb{Z}^n} \sum_{j=J}^{\nu-1} 2^{2(\nu-j)\varepsilon-(\nu-j)n} \sum_{m \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} (|\langle f, H_j \psi_{\nu,m}^k \rangle| \chi_{\nu,m})^2
\]
\[
\leq \sum_{m \in \mathbb{Z}^n} \sum_{j=J}^{\nu-1} 2^{2(\nu-j)\varepsilon-(\nu-j)n} \sum_{m \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} (2^{jn} |\langle f, H_j \psi_{\nu,m}^k \rangle| \chi_{\nu,m})^2.
\]

Thus, if we write \( a_{j,k}^G \equiv 2^{j\nu + \frac{4m}{\nu}} \langle f, H_j \psi_{\nu,m}^k \rangle \), then we obtain
\[
\left\{ \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} (2^{\nu s} |\mu_{\nu,m}^{1,G,2}| \chi_{\nu,m})^2 \right\}^{\frac{1}{2}} \leq \left\{ \sum_{\nu=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \sum_{j=J}^{\nu-1} 2^{(\nu-j)(s+\varepsilon)} \sum_{m \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} (|a_{j,k}^G| \chi_{\nu,m})^2 \right\}^{\frac{1}{2}}
\]
\[
= \left\{ \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |a_{j,k}^G|^2 \sum_{\nu=J}^{\infty} 2^{(\nu-j)(s+\varepsilon)} \sum_{m \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} \chi_{\nu,m} \right\}^{\frac{1}{2}}.
\]

Taking the \( L^p(\cdot)(w)\)-norm, we obtain
\[
\left\| \left\{ \sum_{\nu=J}^{\infty} \sum_{m \in \mathbb{Z}^n} (2^{\nu s} |\mu_{\nu,m}^{1,G,2}| \chi_{\nu,m})^2 \right\}^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)} \leq \left\| \left\{ \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |a_{j,k}^G|^2 \sum_{\nu=J}^{\infty} 2^{(\nu-j)(s+\varepsilon)} \sum_{m \in \mathbb{Z}^n, \langle H_j \psi_{\nu,m}^k \rangle \neq 0} \chi_{\nu,m} \right\}^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)}.
\]

Given a measurable function \( F \), we write
\[
m_Q^{(q)}(F) = \frac{\|F\|_{L^q(Q)}}{|Q|^\frac{1}{q}}.
\]
Using Lemma 2.8, we deduce
\[ \left\| \sum_{\nu \in J} \sum_{m \in \mathbb{Z}^n} (2^{\nu s} |H_{\nu,m}^G| |\chi_{\nu,m}|)^2 \right\|_{L^p(w)}^{1/2} \leq C \left( \sum_{\nu \in J} \sum_{m \in \mathbb{Z}^n} 2^{2\nu s} \right) \left( \sum_{m \in \mathbb{Z}^n} \chi_{Q_{\nu,m}} \chi_{DQ_{j,k}} \right)^{1/2} \]
\[ \lesssim \left( \sum_{j \in J} \sum_{k \in \mathbb{Z}^n} |a_{j,k}|^2 \right)^{1/2} \left( \sum_{\nu \in J} \sum_{m \in \mathbb{Z}^n} 2^{2\nu s} \right) \left( \sum_{m \in \mathbb{Z}^n} \chi_{Q_{\nu,m}} \chi_{DQ_{j,k}} \right)^{1/2} \quad \text{for all} \quad j \in J, \ k \in \mathbb{Z}^n. \]

Since \( s < \frac{1}{\max(2,p_v)} \), we can choose \( q > \frac{\max(2,p_v)}{2} \) and \( \varepsilon > 0 \) such that \( s + \varepsilon < \frac{1}{2q} \).

Thus
\[ \left\| \sum_{\nu \in J} \sum_{m \in \mathbb{Z}^n} (2^{\nu s} |H_{\nu,m}^G| |\chi_{\nu,m}|)^2 \right\|_{L^p(w)}^{1/2} \lesssim \left( \sum_{j \in J} \sum_{k \in \mathbb{Z}^n} |a_{j,k}|^2 \chi_{DQ_{j,k}} \right)^{1/2}, \]
proving Theorem 4.9. \( \square \)

5 Key theorems to more applications

Here, we are interested in applications of wavelet decomposition and complex interpolation. Section 5.1 considers pointwise multiplication. As an application of Section 5.1 and wavelet characterization, Section 5.2 considers a variant of the compact embedding. Section 5.3 deals with diffeomorphisms. Section 5.4 generalizes Proposition 4.4.

5.1 Pointwise multipliers

For \( m = 0,1,2,\ldots \), define \( \mathcal{B}^m \) to be the set of all \( f \in C^m \) with bounded partial derivatives up to order \( m \). If \( s \in \mathbb{N}_0 \), then any \( h \in \mathcal{B}^s \) induces the bounded pointwise multiplication \( M_h \) by the Leibnitz rule. We generalize this fact to \( s > 0 \).

**Theorem 5.1.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \), and let \( (s, w) \in ((0, \infty) \setminus \mathbb{N}) \times A_{p(\cdot)}^{\text{loc}} \). Then for all \( h \in \mathcal{B}^{[s+1]} \), mapping \( M_h : f \in L^{p(\cdot),s}(w) \rightarrow h \cdot f \in L^{p(\cdot),s}(w) \) is bounded.

**Proof.** As mentioned above, \( M_h \) is bounded on \( L^{p(\cdot),[s]}(w) \) and \( L^{p(\cdot),[s+1]}(w) \). Hence, we can interpolate these estimates to have the desired result using Proposition 4.4. \( \square \)
5.2 Compact embedding

We consider the Rellich–Kondrachev-type compact embedding. Let $s_0 > s_1 > 0$. Then $L^p(\cdot, s_0)(w) \subset L^p(\cdot, s_1)(w)$. Thus, it makes sense to consider the embedding operator $\iota : L^p(\cdot, s_0)(w) \hookrightarrow L^p(\cdot, s_1)(w)$. After suitably truncating the functions, we can prove the Rellich–Kondrachev-type compact embedding result.

**Theorem 5.2.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$, and let $w \in A^\text{loc}_p(\cdot)$. Then for $s_0 > s_1 > 0$ and $h \in C^{[s_0+1]}$ with compact support, the operator $M_h \circ \iota$ is a compact operator.

**Proof.** Let $\Phi, \Psi$ be as in Section 4.3. For $j_0 \geq J$, define $T_{j_0} : \widetilde{f}_2^{p(\cdot), s}(w) \rightarrow \widetilde{f}_2^{p(\cdot), s}(w)$ to be the truncation operator given by

$$T_{j_0} \{ \{ \lambda_j \}_{j \in \mathbb{Z}^n} \} = \{ \{ \lambda_j^{j,k} \}_{j \in \mathbb{Z}^n} \}$$

Denote by $\iota^j : \widetilde{f}_2^{p(\cdot), s}(w) \rightarrow \widetilde{f}_2^{p(\cdot), s}(w)$ the natural embedding. Set $P_{j_0} \equiv \Phi \circ T_{j_0} \circ \Psi$. Then thanks to Theorem 4.6, \( \| \iota^j - T_{j_0} \|_{L^p(\cdot, s_0)(w) \rightarrow L^p(\cdot, s_1)(w)} \lesssim 2^{-j_0(s_0 - s_1)} \) since \( \| \iota^j - T_{j_0} \|_{L^p(\cdot, s_0)(w) \rightarrow L^p(\cdot, s_1)(w)} \lesssim 2^{-j_0(s_0 - s_1)} \). Hence, it follows from Theorem 5.1 that

$$\| M_h \circ \iota - M_h \circ P_{j_0} \|_{L^p(\cdot, s_0)(w) \rightarrow L^p(\cdot, s_1)(w)} \lesssim 2^{-j_0(s_0 - s_1)}.$$

Thus, $M_h \circ \iota$ is realized as the norm limit of the operators \( \{ M_h \circ P_{j_0} \}_{j_0=J}^\infty \) with a finite rank. Hence $M_h \circ \iota$ is a compact operator. \( \square \)

5.3 Diffeomorphism

A $C^M$-diffeomorphism $\psi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is said to be regular if $\psi$ and its inverse belong to $\mathcal{B}^M$.

**Theorem 5.3.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$, and let $(s, w) \in ((0, \infty) \setminus \mathbb{Z}) \times A^\text{loc}_p(\cdot)$. Then for all regular $C^{[s+1]}$-diffeomorphisms $\psi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ that preserves $L^p(\cdot)(w)$, composition mapping $f \in L^p(\cdot, s)(w) \mapsto f \circ \psi \in L^p(\cdot, s)(w)$ is bounded.

If $s \in \mathbb{N}_0$, then any $h \in \mathcal{B}^s$ induces composition mapping.

**Proof.** It is clear that $f \in L^p(\cdot, s)(w) \mapsto f \circ \psi \in L^p(\cdot, s)(w)$ and $f \in L^p(\cdot, [s+1])(w) \mapsto f \circ \psi \in L^p(\cdot, [s+1])(w)$ are bounded. Hence, we can interpolate these estimates to have the desired result. \( \square \)

5.4 Complex interpolation II

We obtain the complex interpolation as a direct consequence of Theorem 2.25.

**Proposition 5.4.** Suppose that $p_0(\cdot), p_1(\cdot), p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$. Let $(w_0, w_1, w) \in A^\text{loc}_{p_0(\cdot)} \times A^\text{loc}_{p_1(\cdot)} \times A^\text{loc}_{p(\cdot)}$, $s_0, s_1, s$ and $\theta$ satisfy $s_0, s_1, s \geq 0$, $0 < \theta < 1$ and $s = (1 - \theta) s_0 + \theta s_1$, respectively. In addition, assume that

$$\frac{1}{w^{p(\cdot)}} = \frac{1 - \theta}{w_0^{p_0(\cdot)}} + \frac{\theta}{w_1^{p_1(\cdot)}}, \quad \frac{1}{p(\cdot)} = \frac{1 - \theta}{p_0(\cdot)} + \frac{\theta}{p_1(\cdot)}.$$
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Then \( \tilde{f}_2^{\theta, s_0}(w_0), \tilde{f}_2^{\theta, s_1}(w_1) \| = \tilde{f}_2^{\theta, s}(w) \).

**Proof.** According to [15, Theorem 7.1.2], \( (L^{p_0}(-1) - \theta(L^{p_1}(-1))^{-\theta} = L^{p}(-1) \). Since \( f \in L^{p}(-1)(w) \) if and only if \( f w^{\frac{1}{p_0} - 1} \in L^{p}(-1) \), \( (L^{p_0}(-1))(w_0) \) \( \tilde{f}_2^{\theta, s_1}(w_1) \) \( \tilde{f}_2^{\theta, s}(w) \). This still needs to be combined with Theorem 2.25. □

Using Proposition 5.4 and the mappings \( \Phi \) and \( \Psi \), we obtain the following conclusion:

**Theorem 5.5.** Suppose that \( p_0(-1), p_1(-1), p(-1) \in P \cap LH_0 \cap LH_\infty \). Let \( w_0, w_1, w \in A_{p_0}^{loc} \times A_{p_1}^{loc} \times A_{p}^{loc} \). Additionally, let \( s_0, s_1, s \geq 0 \), \( 0 \leq \theta < 1 \), and \( s = (1 - \theta)s_0 + \theta s_1 \), respectively. Assume that

\[
\frac{1 - \theta}{p_0} = w_0^{\frac{1 - \theta}{p_0}} w_1^{\frac{\theta}{p_1}}, \quad \frac{1}{p(-1)} = \frac{1 - \theta}{p_0(-1)} + \frac{\theta}{p_1(-1)}.
\]

Then \( [L^{p}(-1), s_0(w_0), L^{p}(-1), s_1(w_1)] \vartheta = L^{p}(-1), s(w) \).

**Proof.** Let \( f \in [L^{p}(-1), s_0(w_0), L^{p}(-1), s_1(w_1)] \vartheta \). Then \( \Psi(f) \in \tilde{f}_2^{\theta, s_0}(w_0), \tilde{f}_2^{\theta, s_1}(w_1) ] \vartheta \). Thus, \( f = \Phi \circ \Psi(f) \in L^{p}(-1), s(w) \). Conversely, we let \( f \in L^{p}(-1), s(w) \). Then \( \Psi(f) \in \tilde{f}_2^{\theta, s}(w) = [L^{p}(-1), s_0(w_0), L^{p}(-1), s_1(w_1)] \vartheta \). Thus, it follows that \( f = \Phi \circ \Psi(f) \in [L^{p}(-1), s_0(w_0), L^{p}(-1), s_1(w_1)] \vartheta \). □

# 6 Sobolev space \( L^{p}(-1), s(w) \) with \( s < 0 \)

By virtue of the duality, we define \( L^{p}(-1), s(w) \) for \( s \in \mathbb{R} \), especially for \( s < 0 \). Section 6.1, gives its definition and investigate the duality. Section 6.2 expands Section 5. We mimic the proof of the corresponding theorems or use the results in Section 5. Recall that we write \( \sigma \equiv w^{-\frac{1}{p(-1)}} \).

## 6.1 Definition of the Sobolev space \( L^{p}(-1), s(w) \) with \( s < 0 \)

**Definition 6.1.** Suppose that \( p(-1) \in P \cap LH_0 \cap LH_\infty \). Let \( w \in A_{p(-1)}^{loc} \) and \( s < 0 \). Then define \( L^{p}(-1), s(w) \) to be the dual space of \( L^{p}(-1), s(-1) \).

Let \( s < 0 \). Since \( L^{p}(-1), s(-1) \) is embedded into \( L^{p}(-1) \),

\[
\iota : f \in L^{p}(-1)(w) \mapsto \left[ g \in L^{p}(-1), s(-1) \mapsto \int_{\mathbb{R}^n} g(x)f(x)dx \in \mathbb{C} \right]
\]

is a well-defined injective linear mapping. Thus, \( \iota \) embeds \( L^{p}(-1)(w) \) into \( L^{p}(-1), s(w) \). The next proposition shows that \( L^{p}(-1), s(w) \) is embedded into \( \mathcal{D}' \).

**Proposition 6.2.** Suppose that \( p(-1) \in P \cap LH_0 \cap LH_\infty \), and let \( w \in A_{p(-1)}^{loc} \) and \( s \in \mathbb{R} \). Then \( L^{p}(-1), s(w) \hookrightarrow \mathcal{D}' \) for \( s \in \mathbb{R} \).

**Proof.** For \( s < 0 \), since \( \mathcal{D} \subset L^{p}(-1), s(-1) \), we only take a duality. Otherwise, the proof is simpler. □
Next, we shall consider the some characterizations of $L^{p,q}(w)$ for $s < 0$. To this end, we recall the sequence space $\tilde{f}_{2}^{p,q}(w)$ (Section 4.3) and investigate its duality.

**Proposition 6.3.** Suppose that $p(\cdot) \in P \cap LH_0 \cap LH_{\infty}$. Let $w \in A_{p(\cdot)}^{bc}$ and $s < 0$. We define the coupling

$$\langle \lambda, \lambda^* \rangle = \sum_{k \in \mathbb{Z}^n} \lambda_k \lambda_k^* + \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \lambda_{j,k}^l \lambda_{j,k}^{l*}$$

for

$$\lambda = \{ \lambda_k \}_{k \in \mathbb{Z}^n} \cup \{ \lambda_{j,k}^l \}_{j \in \mathbb{Z}^{n(I)}_l, k \in \mathbb{Z}^n, l \in \{1, \ldots, 2^n-1\} \in \tilde{f}_{2}^{p(\cdot),s}(w)$$

and

$$\lambda^* = \{ \lambda_k^* \}_{k \in \mathbb{Z}^n} \cup \{ \lambda_{j,k}^{l*} \}_{j \in \mathbb{Z}^{n(I)}_l, k \in \mathbb{Z}^n, l \in \{1, \ldots, 2^n-1\} \in \tilde{f}_{2}^{p'(\cdot),-s}(\sigma).$$

Then $\tilde{f}_{2}^{p'(\cdot),-s}(\sigma)$ is canonically embedded into the dual space of $\tilde{f}_{2}^{p(\cdot),s}(w)$ via the coupling

$$\lambda^* \in \tilde{f}_{2}^{p'(\cdot),-s}(\sigma) \mapsto [\lambda \in \tilde{f}_{2}^{p(\cdot),s}(w) \mapsto \langle \lambda, \lambda^* \rangle \in \mathbb{C}].$$

**Proof.** First, we check the well-definedness of the coupling for $\lambda \in \tilde{f}_{2}^{p(\cdot),s}(w)$ and $\lambda \in \tilde{f}_{2}^{p'(\cdot),-s}(\sigma)$: We need to check that two series defining $\langle \lambda, \lambda^* \rangle$ converge absolutely. We concentrate on the second term. The first term can be handled by the same way. Moreover, thanks to the triangle inequality and finiteness of $l$, we only estimate for fixed $l$. By the orthonormality of $\chi_{j,k}$,

$$\sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \lambda_{j,k}^{l*}| = \int_{\mathbb{R}^n} \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \lambda_{j,k}^{l*}(x)| \, dx$$

$$= \int_{\mathbb{R}^n} \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \chi_{j,k}(x)| \cdot 2^{-js} \sum_{k' \in \mathbb{Z}^n} |\lambda_{j,k}^{l*}(x)| \, dx.$$

Using the Cauchy–Schwartz inequality and the Hölder inequality, we have

$$\sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \lambda_{j,k}^{l*}|$$

\begin{align*}
& \leq \int_{\mathbb{R}^n} \left( \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \chi_{j,k}(x)|^2 \right)^{\frac{1}{2}} \left( \sum_{j=J}^{\infty} 2^{-js} \sum_{k' \in \mathbb{Z}^n} |\lambda_{j,k}^{l*}(x)|^2 \right)^{\frac{1}{2}} \, dx \\
& \leq \left\| \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} |\lambda_{j,k}^l \chi_{j,k}(x)|^2 \right\|_{L^p(\cdot)(w)} \left\| \sum_{j=J}^{\infty} 2^{-js} \sum_{k' \in \mathbb{Z}^n} |\lambda_{j,k}^{l*}(x)|^2 \right\|_{L^{p'(\cdot)}(\sigma)} \\
& = \|\lambda\|_{\tilde{f}_{2}^{p(\cdot),s}(w)} \|\lambda^*\|_{\tilde{f}_{2}^{p'(\cdot),-s}(\sigma)}.
\end{align*}

Thus, the coupling is well defined.

Finally, by the inequality (6.1), $\tilde{f}_{2}^{p'(\cdot),-s}(\sigma)$ is embedded into the dual space of $\tilde{f}_{2}^{p(\cdot),s}(w)$. \hfill \qed
Moreover, we can show that the dual space of $\tilde{f}_2^{p(\cdot),s}(w)$ is embeded into $\tilde{f}_2^{p(\cdot),-s}(\sigma)$. The case $p(\cdot)$ is constant is considered in [32, 46].

**Proposition 6.4.** Suppose that $p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty$. Let $w \in A_{p(\cdot)}^{loc}$ and $s < 0$. For all $\tilde{\lambda} \in \left(\tilde{f}_2^{p(\cdot),s}(w)\right)^*$, we can represent it uniquely as

$$\tilde{\lambda}(\lambda) = \sum_{k \in \mathbb{Z}^n} \lambda_k \tilde{\lambda}_k^{t} + \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \lambda_{j,k} \lambda_{j,k}^* \left(= \langle \lambda, \lambda^* \rangle \right)$$

for all

$$\lambda = \{\lambda_k\}_{k \in \mathbb{Z}^n} \cup \{\lambda_{j,k}^*\}_{j \in \mathbb{Z}^n \cap (J,\infty), k \in \mathbb{Z}^n, j \in \{1,2,\ldots,2^n-1\}} \in \tilde{f}_2^{p(\cdot),s}(w),$$

where

$$\lambda^* = \{\lambda_k^*\}_{k \in \mathbb{Z}^n} \cup \{\lambda_{j,k}^*\}_{j \in \mathbb{Z}^n \cap (J,\infty), k \in \mathbb{Z}^n, j \in \{1,2,\ldots,2^n-1\}} \in \tilde{f}_2^{p(\cdot),-s}(\sigma).$$

Moreover, we obtain the norm equivalence

$$\|\lambda^*\|_{\tilde{f}_2^{p(\cdot),-s}(\sigma)} \sim \|\tilde{\lambda}\|.$$

Before we move on the proof, we prepare a notation. The space $L^{p(\cdot)}(w, \ell^2)$ is the set of all sequences of measurable functions $\{f_j\}_{j \in \mathbb{Z}^n \cap (J,\infty), l=0,\ldots,2^n-1}$ satisfying

$$\left\| \{f_j\} \right\|_{L^{p(\cdot)}(w, \ell^2)} = \left( \sum_{l=0}^{2^n-1} \sum_{j=J}^{\infty} |f_j|^2 \right)^{1/2} \| \left. \right|_{L^{p(\cdot)}(w)} < \infty.$$  

The proof of this proposition follows the method in [32, 46].

**Proof.** Note that for simplcity, we denote $\lambda = \{\lambda_{j,k}^*\}_{j \in \mathbb{Z}^n \cap (J,\infty), k \in \mathbb{Z}^n, l=0,\ldots,2^n-1}$, where it is understood that

$$\lambda_{j,k}^0 = \begin{cases} \lambda_k & (j = J), \\ 0 & (\text{otherwise}). \end{cases}$$

Let $\tilde{\lambda} \in \left(\tilde{f}_2^{p(\cdot),s}(w)\right)^*$. Define the map $T : \tilde{f}_2^{p(\cdot),s}(w) \to L^{p(\cdot)}(w, \ell^2)$, which assigns $\lambda = \{\lambda_{j,k}^*\}_{j,k,l} \mapsto \{f_j^l\}_{j,l}$, where

$$f_j^l = 2js \sum_{k \in \mathbb{Z}^n} \lambda_{j,k}^l \chi_{j,k}.$$  

Here and below, we omit the range where $j, k$ and $l$ move in the elements such as $\{\lambda_{j,k}^l\}_{j,k,l}$. Then, we calculate

$$\left\| \{f_j^l\}_{j,l} \right\|_{L^{p(\cdot)}(w, \ell^2)} = \left( \sum_{l=0}^{2^n-1} \sum_{j=J}^{\infty} |f_j^l|^2 \right)^{1/2} \| \left. \right|_{L^{p(\cdot)}(w)} = \left( \sum_{l=0}^{2^n-1} \sum_{j=J}^{\infty} 2js \sum_{k \in \mathbb{Z}^n} \lambda_{j,k}^l \chi_{j,k} \right)^{1/2} \| \left. \right|_{L^{p(\cdot)}(w)}.$$
Thus, $T$ is an isometry. By the Hahn–Banach Theorem, there exists $\Lambda \in (L^p(\omega, \ell^2))^*$ such that $\Lambda \circ T = \tilde{\Lambda}$ and $\|\Lambda\| = \|\tilde{\Lambda}\|$. Since we know that $(L^p(\omega, \ell^2))^* = L^{p'}(\sigma, \ell^2)$, there exists $g = \{g_j^l\}_{j,l} \in L^{p'}(\sigma, \ell^2)$ such that

$$\Lambda(f) = \langle f, g \rangle, \quad \|\Lambda\| = \|g\|_{L^p(\omega, \ell^2)},$$

for any $f = \{f_j^l\}_{j,l} \in L^p(\omega, \ell^2)$, where

$$\langle f, g \rangle = \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} \int_{\mathbb{R}^n} f_j^l(x) g_j^l(x) dx$$

We define the projection $P : L^p(\omega, \ell^2) \to \tilde{\ell}^{p'}(\omega, -s)(\sigma)$ by

$$P\left(\{h_j^l\}_{j,l}\right) = \left\{\lambda^l_{j,k}\right\}_{j,k,l} = \left\{\int_{\mathbb{R}^n} 2^{js} h_j^l(x) \chi_{j,k}(y) dy\right\}_{j,k,l}$$

for some $\{h_j^l\}_{j,l} \in L^p(\omega, \ell^2)$. Then, there is a positive number $N$ such that

$$\|P(\{h_j^l\}_{j,l})\|_{\tilde{\ell}^{p'}(\omega, -s)(\sigma)}$$

$$= \left\| \left( \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} 2^{-js} \sum_{k \in \mathbb{Z}^n} \left( \int_{\mathbb{R}^n} 2^{js} h_j^l(x) \chi_{j,k}(y) dy \right) \chi_{j,k} \right)^2 \right\|_{L^{p'}(\sigma)}^{1/2}$$

$$\leq \left\| \left( \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} (M^{loc})^N [h_j^l] \right)^{2} \right\|_{L^{p'}(\sigma)}^{1/2} \quad \leq \left\| \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} |h_j^l|^2 \right\|_{L^{p'}(\sigma)}^{1/2}.$$

Thus, $P$ is continuous.

Combining these observations, we can justify the change of the order of the summation and integration to have

$$\tilde{\Lambda}(\lambda) = \Lambda(T(\lambda)) = \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} \int_{\mathbb{R}^n} f_j^l(x) g_j^l(x) dx$$

$$= \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} \int_{\mathbb{R}^n} g_j^l(x) \sum_{k \in \mathbb{Z}^n} \lambda^l_{j,k} 2^{js} \chi_{j,k}(x) dx$$

$$= \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}^n} \lambda^l_{j,k} 2^{js} \int_{\mathbb{R}^n} g_j^l(x) \chi_{j,k}(x) dx$$

$$= \sum_{l=0}^{2^n-1} \sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}^n} \lambda^l_{j,k} \lambda^l_{j,k} = \langle \lambda, \lambda^* \rangle.$$
Finally, we conclude the proof of the norm equivalence keeping in mind Proposition 6.3 as follows:

\[ \|\lambda^*\|_{2^{p'}(-s)(\sigma)} = \|P(g_j')\|_{2^{p'}(-s)(\sigma)} \lesssim \|g_j'\|_{L^{p'}(w,\ell^2)} = \|\Lambda\| = \|\tilde{\lambda}\|. \]

\[ \square \]

**Theorem 6.5.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \), and let \( w \in A_{p(\cdot)}^{\text{loc}} \). Let \( s < 0 \). Then \( \Psi : f \in L^{p(\cdot),s}(w) \mapsto \Psi(f) \in \tilde{f}_2^{p(\cdot),s}(w) \) and \( \Phi : \lambda \in \tilde{f}_2^{p(\cdot),s}(w) \mapsto \Phi(\lambda) \in L^{p(\cdot),s}(w) \) are continuous linear operators satisfying \( \Phi \circ \Psi(f) = f \) for all \( f \in L^{p(\cdot),s}(w) \).

**Proof.** Let \( \lambda^* \in \tilde{f}_2^{p(\cdot),-s}(\sigma) \). Then \( \langle \Psi(f), \lambda^* \rangle = \langle f, \Phi(\lambda^*) \rangle \) due to the orthogonality of wavelets. Since \( \Phi : \tilde{f}_2^{p(\cdot),-s}(\sigma) \to L^{p(\cdot),-s}(\sigma) \) is a bounded linear operator, it follows that \( \Psi : f \in L^{p(\cdot),s}(w) \mapsto \Psi(f) \in \tilde{f}_2^{p(\cdot),s}(w) \) is a continuous linear operator. Similarly, \( \Phi : \lambda \in \tilde{f}_2^{p(\cdot),s}(w) \to \Phi(\lambda) \in L^{p(\cdot),s}(w) \) is a continuous linear operator.

Finally, we verify the equality. Let \( g \in L^{p(\cdot),-s}(\sigma) \) be arbitrary. Then

\[ \langle \Phi \circ \Psi(f), g \rangle = \langle \Psi(f), \Psi(g) \rangle = \langle f, \Phi \circ \Psi(g) \rangle = \langle f, g \rangle, \]

proving that \( f = \Phi \circ \Psi(f) \).

\[ \square \]

**Corollary 6.6.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \) and \( w \in A_{p(\cdot)}^{\text{loc}} \). Let \( s < 0 \). Then \( C_\infty \) is dense in \( L^{p(\cdot),s}(w) \).

**Proof.** Thanks to Theorem 6.5, we have only to approximate \( \varphi_{l,k} \) and \( \psi_{j,k}^d \). This is achieved by a routine mollification procedure since \( L^{p(\cdot)}(w) \) is continuously embedded into \( L^{p(\cdot),s}(w) \).

Next, we investigate the duality.

**Theorem 6.7.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_0 \cap LH_\infty \). Let \( w \in A_{p(\cdot)}^{\text{loc}} \) and \( s < 0 \). Then \( L^{p(\cdot),-s}(\sigma) \) is the dual space of \( L^{p(\cdot),s}(w) \) via the coupling

\[ f \in L^{p(\cdot),-s}(\sigma) \mapsto [g \in L^{p(\cdot),s}(w) \mapsto g(f) = \langle g, f \rangle \in \mathbb{C}]. \]

**Proof.** By the definition of the duality \( L^{p(\cdot),s}(w) \)-\( L^{p(\cdot),-s}(\sigma) \), \( L^{p(\cdot),-s}(\sigma) \) is embedded into the dual space of \( L^{p(\cdot),s}(w) \). Thus, we have to show the reverse inclusion. Let \( L : L^{p(\cdot),s}(w) \to \mathbb{C} \) be a continuous linear mapping. Then \( L \circ \Phi : \tilde{f}_2^{p(\cdot),s}(w) \mapsto \mathbb{C} \) is a continuous linear mapping. Thus, by Propositions 6.3 and 6.4, there exists \( \lambda^* \in \tilde{f}_2^{p(\cdot),-s}(\sigma) \) such that \( L \circ \Phi(\lambda) = \langle \lambda, \lambda^* \rangle \) for all \( \lambda \in \tilde{f}_2^{p(\cdot),s}(w) \). Since

\[ L(f) = L \circ \Phi \circ \Psi(f) = \langle \Psi(f), \lambda^* \rangle = \langle f, \Phi(\lambda^*) \rangle \quad (f \in L^{p(\cdot),s}(w)), \]

it follows that \( \Phi(\lambda^*) \in L^{p(\cdot),-s}(\sigma) \) is the element, which realizes \( L \).

\[ \square \]
6.2 Applications

We can upgrade Theorems 5.1, 5.2, 5.3 and 5.5 to the case where $s \in \mathbb{R}$. The case of $s > 0$ is already covered in Theorems 5.1, 5.2, 5.3 and 5.5. Hence, we are mainly interested in the case when $s < 0$.

**Theorem 6.8.** Suppose that $p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty$, and let $(s, w) \in \mathbb{R} \times A^{\text{loc}}_{p(\cdot)}$. Then for all $h \in \mathcal{B}^{[s]+1}$, the pointwise multiplication $M_h : f \in L^{p(\cdot), s}(w) \mapsto h \cdot f \in L^{p(\cdot), s}(w)$ is bounded.

**Proof.** Simply employ $\langle h \cdot f, g \rangle = \langle f, h \cdot g \rangle$ for $f \in L^{p(\cdot), s}(w)$ and $g \in L^{p'(\cdot), -s}(\sigma)$. □

**Theorem 6.9.** Suppose that $p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty$, and let $w \in A^{\text{loc}}_{p(\cdot)}$. Then for $0 > s_0 > s_1$ and $h \in C^{[s]+1}$ with compact support, the operator $M_h \circ \iota : L^{p(\cdot), s_0}(w) \to L^{p(\cdot), s_1}(w)$ is a compact operator.

**Proof.** Simply go through the same argument as Theorem 5.2. □

**Theorem 6.10.** Suppose that $p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty$, and let $(s, w) \in \mathbb{R} \times A^{\text{loc}}_{p(\cdot)}$. Then for all regular $C^{[s]+2}$-diffeomorphisms $\psi : \mathbb{R}^n \to \mathbb{R}^n$ that preserves $L^{p(\cdot)}(w)$, the composition mapping $f \in L^{p(\cdot), s}(w) \mapsto f \circ \psi \in L^{p(\cdot), s}(w)$ is bounded.

**Proof.** Let $s < 0$. Let $f \in \mathcal{D}$. Observe that

$$\int_{\mathbb{R}^n} f(\psi(x))g(x)dx = \int_{\mathbb{R}^n} f(x)g(\psi^{-1}(x))|\det(D\psi)|^{-1}dx.$$

Since $|\det(D\psi)|^{-1} = \pm \det(D\psi)^{-1}$ is a $\mathcal{B}^{[-s]+1}$-function, we can use Theorems 5.3 and 6.8. □

If we reexamine the argument in the proof of Theorem 5.5, we obtain the complex interpolation.

**Theorem 6.11.** The conclusion of Theorem 5.5 remains valid if we merely assume $s_0, s_1 \in \mathbb{R}$.

7 Examples

Finally, we will provide some examples. In addition to the examples of $w \in A_p$ or more generally $w \in A^{\text{loc}}_p$, we can consider $w(x) = \exp(A|x|)$ and $w(x) = (1 + |x|)^A$ with $A \in \mathbb{R}$ as we mentioned in Section 1. Section 7.1 investigates the former, while Section 7.2 considers latter. Section 7.3 is oriented to an application rather than an example. We define weighted uniformly local Lebesgue spaces with variable exponents and easily develop the theory of wavelet decomposition as an application of the results in this paper. Although we consider the case where $p(\cdot)$ is a constant exponent, Section 7.4 shows the periodic case as an application of the class $A^{\text{loc}}_p$.  
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7.1 \( w_n(x) = e^{A|x|}, A \in \mathbb{R} \)

Since we need to work on \( \mathbb{R}^n \) and \( \mathbb{R}^{n-1} \) at the same time, we add subscript \( n \) to \( w \) and write \( w_n \) instead of \( w \). We prove a trace theorem. We define the trace operator \( \text{Tr} \) by

\[
\text{Tr} : f \in C_c^\infty = C_c^\infty(\mathbb{R}^n) \mapsto f(\cdot', 0_n) \in C_c^\infty(\mathbb{R}^{n-1}).
\]

**Theorem 7.1.** Let \( w_n(x) = e^{A|x|}, x \in \mathbb{R}^n \) for \( A > 0 \). Let \( s > \frac{1}{2} \). Then \( \text{Tr} : L^{2,s}(w_n) \mapsto L^{2,s-\frac{1}{2}}(w_{n-1}) \) is extended to a bounded linear surjective operator.

**Proof.** It is sufficient to consider the corresponding trace result in the level of sequences. Consider \( \text{Tr} : \tilde{I}^{2,s}(w_n) \mapsto \tilde{I}^{2,s-\frac{1}{2}}(w_{n-1}) \) given by

\[
\text{Tr}\{\lambda_k\}_{k \in \mathbb{Z}^n} = \lambda_{j,k} \text{ for } \lambda_{j,k} \in \mathbb{Z}^n. \]

We observe

\[
I = \left\| \left( \sum_{j=J}^{\infty} 2^{j(s-\frac{1}{2})} \sum_{k' \in \mathbb{Z}^{n-1}} \lambda_{j,(k',0)} x_j, k' \right)^2 \right\|_{L^2(w_{n-1})}
\]

for \( \lambda_{j,k} \in \mathbb{Z}^n \). We obtain

\[
I \sim \left\| \left( \sum_{j=J}^{\infty} 2^{js} \sum_{k' \in \mathbb{Z}^{n-1}} \lambda_{j,(k',0)} x_j, k' \right)^2 \right\|_{L^2(w_n)}
\]

since \( w_{n-1}(x') \sim w_n(x', a) \) for all \( a \in [0, 2^{-J}] \) and \( x' \in \mathbb{R}^{n-1} \). Since

\[
\left\| \left( \sum_{j=J}^{\infty} 2^{js} \sum_{k' \in \mathbb{Z}^{n-1}} \lambda_{j,(k',0)} x_j, k' \right)^2 \right\|_{L^2(w_n)} \leq \left\| \left( \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} \lambda_{j,k} x_j, k \right)^2 \right\|_{L^2(w_n)}
\]

we obtain

\[
I \leq \left\| \left( \sum_{j=J}^{\infty} 2^{js} \sum_{k \in \mathbb{Z}^n} \lambda_{j,k} x_j, k \right)^2 \right\|_{L^2(w_n)}.
\]

If we employ this inequality, \( \text{Tr} \) is obtained as a bounded linear operator.

Similarly, by examining the sequence space, we can show that \( \text{Tr} \) is a surjective operator.

We can also consider the case where \( w(x) = \exp(Ap(x)|x|) \) for some \( A > 0 \). In addition to the analogies to Proposition 6.2 and Theorem 7.1, we can show the lifting property.
**Proposition 7.2.** Suppose that \( p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty \) and \( A, B, s \in \mathbb{R} \). Let \( w(x) \equiv \exp(Ap(x)|x|) \) and \( v(x) \equiv \exp(Bp(x)|x|) \), \( x \in \mathbb{R}^n \). Set \( u(x) \equiv \exp((A - B)\sqrt{1 + |x|^2}) \), \( x \in \mathbb{R}^n \). Then \( f \in L^{p(\cdot),s}(w) \mapsto u \cdot f \in L^{p(\cdot),s}(v) \) is a bounded linear operator.

We can also consider the case where \( w(x) = \exp(Ap(x)|x|) \) for some \( A > 0 \). In addition to the analogies to Proposition 6.2 and Theorem 7.1, we can show the lifting property.

**Proof.** The proof is similar to Theorem 5.3. We may assume that \( s \in \mathbb{N} \). In this case, this assertion follows from the Leibniz rule.

7.2 \( w(x) = (1 + |x|)^A, \ A \in \mathbb{R} \)

Next, we consider the case of polynomials, that is, \( w(x) = (1 + |x|)^A \). Remark that \( w \in \text{LH}_\infty \) if and only if \( A > -n \). However, if we work within the framework of local weights, any value of \( A \in \mathbb{R} \) is available.

**Proposition 7.3.** Suppose that \( p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty \), and let \( A, s \in \mathbb{R} \). We write \( w(x) \equiv (1 + |x|)^A, \ x \in \mathbb{R}^n \). Then \( L^{p(\cdot),s}(w) \hookrightarrow S' \).

**Proof.** Simply observe, for \( f \in L^{p(\cdot),s}(w) \) and \( \varphi \in S \), when \( s \geq 0 \),

\[
\|f\varphi\|_{L^1} \lesssim \|f\|_{L^{p(\cdot)}(w)} \cdot \|\varphi\|_{L^{p(\cdot),s}(\sigma)} \lesssim \|f\|_{L^{p(\cdot),s}(w)} \sup_{x \in \mathbb{R}^n} (1 + |x|)^{\sigma} \|\varphi(x)|.
\]

Meanwhile, when \( s < 0 \),

\[
|\langle f, \varphi \rangle| \leq \|f\|_{L^{p(\cdot),s}(w)} \cdot \|\varphi\|_{L^{p(\cdot),-s}(\sigma)} \lesssim \|f\|_{L^{p(\cdot),s}(w)} \sup_{x \in \mathbb{R}^n} (1 + |x|)^{\sigma} \|\varphi(x)|.
\]

Thus, we obtain the desired result.

**Proposition 7.4.** Suppose that \( p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty \) and \( s, A, B \in \mathbb{R} \). Let \( w(x) = (1 + |x|)^A, v(x) = (1 + |x|)^B \) and \( m(x) = (\sqrt{1 + |x|^2})^{\frac{A-B}{n}} \) for \( x \in \mathbb{R}^n \). Then \( M_m : f \in L^{p(\cdot),s}(w) \mapsto m \cdot f \in L^{p(\cdot),s}(v) \) is a bounded linear operator.

**Proof.** The proof is similar to Theorem 5.3 and Proposition 7.2, since \( m(x) \sim (\sqrt{1 + |x|^2})^{\frac{A-B}{n}} \). We may assume that \( s \in \mathbb{N} \). In this case, this assertion follows from the Leibniz rule.

Although the Fefferman–Stein vector-valued inequality for this function space is not available if \( A \leq -n \), it is useful to obtain the vector-valued inequality for the \( \eta \)-function as in [14]. To this end, we prove a simple estimate.

**Lemma 7.5.** Let \( p(\cdot) \in \mathcal{P} \cap \text{LH}_0 \cap \text{LH}_\infty \), \( w \in A_{p(\cdot)}^{\text{loc}} \), and \( A, B \in \mathbb{R} \). Write \( w(x) = (1 + |x|)^A \). Assume \( B > \frac{|A|}{p_{\infty}} + n \). Then the convolution operator

\[
f \in L^{p(\cdot)}(w) \mapsto (1 + |\cdot|)^{-B} \ast f \in L^{p(\cdot)}(w)
\]

is bounded.
Proof. We may assume that $f$ is non-negative. Simply observe
\[
(1 + | \cdot |)^{-B} f \cdot (1 + | \cdot |) \frac{A}{p_\infty} \lesssim (1 + | \cdot |)^{-B + \frac{|A|}{p_\infty}} \| f \|_p \lesssim M[(1 + | \cdot |)^{\frac{A}{p_\infty}} f].
\]
Thus, we can use the $L^p(\cdot)$-boundedness of $M$.

Corollary 7.6. Let $p(\cdot) \in \mathcal{P} \cap \mathcal{LH}_0 \cap \mathcal{LH}_\infty$, $w \in A^\text{loc}_{p(\cdot)}$, and $A, B \in \mathbb{R}$. Write $w(x) \equiv (1 + | x |)^A$, $x \in \mathbb{R}^n$. Assume $B > \frac{|A|}{p_\infty} + n$. Then
\[
\left\| \left( \sum_{j=1}^{\infty} 2^{2jn}|1 + 2^j| \cdot | \right)^{-B} f_j \right\|_{L^p(\cdot)(w)}^{\frac{1}{2}} \lesssim \left\| \left( \sum_{j=1}^{\infty} |f_j|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)}. \tag{7.1}
\]

Proof. We divide the left-hand side of (7.1) into two parts:
\[
I = \left\| \left( \sum_{j=1}^{\infty} 2^{2jn}|1 + \chi_{[-1,1]^n} 2^j \cdot | \right)^{-B} f_j \right\|_{L^p(\cdot)(w)}^{\frac{1}{2}},
\]
\[
II = \left\| \left( \sum_{j=1}^{\infty} 2^{2jn}|1 + \chi_{\mathbb{R}^n \setminus [-1,1]^n} 2^j \cdot | \right)^{-B} f_j \right\|_{L^p(\cdot)(w)}^{\frac{1}{2}}.
\]

For $I$, using the Fefferman–Stein type vector-valued inequality [37, Theorem 1.11]
\[
\left\| \left( \sum_{j=1}^{\infty} M^\text{loc} f_j \right)^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)} \lesssim \left\| \left( \sum_{j=1}^{\infty} |f_j|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)},
\]
we can obtain desired estimate. Thus, we only have to show
\[
II \lesssim \left\| \left( \sum_{j=1}^{\infty} |f_j|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)},
\]
or equivalently,
\[
\left\| \left( \sum_{j=1}^{\infty} 2^{2j(n-B)}|(1 + | \cdot |)^{B} f_j \right) \right\|_{L^p(\cdot)(w)}^{\frac{1}{2}} \lesssim \left\| \left( \sum_{j=1}^{\infty} |f_j|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\cdot)(w)}. \tag{7.2}
\]

Estimate (7.2) is a consequence of Lemma 7.5 and the triangle inequality:
\[
\left\| \left( \sum_{j=1}^{\infty} 2^{2j(n-B)}|(1 + | \cdot |)^{B} f_j \right) \right\|_{L^p(\cdot)(w)}^{\frac{1}{2}} \leq \sum_{j=1}^{\infty} 2^{2j(n-B)} \left\| (1 + | \cdot |)^{B} f_j \right\|_{L^p(\cdot)(w)}. \tag{7.3}
\]

As mentioned, once Corollary 7.6 is proved, we can argue similar to [14, Theorem 3.4] to demonstrate various results.
7.3 Weighted uniformly local Lebesgue spaces with variable exponents

Let \( p(\cdot) \in \mathcal{P} \cap LH_{0} \cap LH_{\infty} \) and \( w \in A_{p(\cdot)}^{\text{loc}} \). Then the weighted uniformly local Lebesgue space \( L_{\text{uloc}}^{p(\cdot)}(w) \) with a variable exponent is defined to be all \( f \in L_{\text{loc}}^{1} \) for which the norm \( \|f\|_{L_{\text{uloc}}^{p(\cdot)}(w)} = \sup_{m \in \mathbb{Z}^{n}} \|\chi_{Q_{m}} f\|_{L^{p(\cdot)}(w)} \) is finite. This is a natural extension of the uniformly local Lebesgue space \( L_{\text{uloc}}^{p} \), which considers a substitute of \( L^{\infty} \). If we replace the supremum by the \( l^{\prime} \)-norm, then the weighted amalgam space \( (\ell^{\prime}, L_{\text{uloc}}^{p(\cdot)}(w)) \) with a variable exponent is obtained as an extension of the amalgam space \( (\ell^{\prime}, L^{p}) \) considered in \([2, 4, 16, 21, 27]\). Although our results are applicable to amalgam spaces, to simplify the argument, we consider uniformly local Lebesgue spaces with variable exponents.

For \( w \in A_{p(\cdot)}^{\text{loc}} \), we write \( w_{m}(x) = w(x)(1 + |x - m|)^{-p_{+}(1+n)} \). Then by the triangle inequality, we can check that

\[
\|f\|_{L_{\text{uloc}}^{p(\cdot)}(w)} \sim \sup_{m \in \mathbb{Z}^{n}} \|f\|_{L^{p(\cdot)}(w_{m})}. \tag{7.3}
\]

Likewise, for \( s \in \mathbb{N} \), the weighted uniformly local Sobolev space \( L_{\text{uloc}}^{p(\cdot),s}(w) \) with a variable exponent is defined to be all \( f \in L_{\text{loc}}^{1} \) for which \( \partial^{\alpha} f \in L_{\text{uloc}}^{p(\cdot)}(w) \) for all \( |\alpha| \leq s \). The norm of \( f \in L_{\text{uloc}}^{p(\cdot),s}(w) \) is defined by \( \|f\|_{L_{\text{uloc}}^{p(\cdot),s}(w)} = \sum_{|\alpha| \leq s} \|\partial^{\alpha} f\|_{L^{p(\cdot)}(w)} \).

We present an application of the wavelet characterization.

**Theorem 7.7.** Suppose that \( p(\cdot) \in \mathcal{P} \cap LH_{0} \cap LH_{\infty} \) and \( w \in A_{p(\cdot)}^{\text{loc}} \). Let \( s \in \mathbb{N}_{0} \). Then the function \( f \in L_{\text{loc}}^{1} \) belongs to \( L_{\text{uloc}}^{p(\cdot),s}(w) \) if and only if \( Vf + W_{s} f \in L_{\text{uloc}}^{p(\cdot)}(w) \).

**Proof.** We note that \( f \in L_{\text{uloc}}^{p(\cdot),s}(w) \) if and only if \( \partial^{\alpha} f \in L_{\text{uloc}}^{p(\cdot)}(w) \) for all \( |\alpha| \leq s \) by definition. This is equivalent to \( \sup_{m \in \mathbb{Z}^{n}} \|\partial^{\alpha} f\|_{L^{p(\cdot)}(w_{m})} < \infty \) by (7.3), which is also equivalent to \( \sup_{m \in \mathbb{Z}^{n}} \|V f + W_{s} f\|_{L^{p(\cdot)}(w_{m})} < \infty \) thanks to Theorem 1.3. If we use (7.3) once again, we obtain the desired conclusion. \( \square \)

Note that using the interpolation and duality results, we have same conclusion for \( s \in \mathbb{R} \).

As an application of the weights considered in this paper, we can characterize various function spaces. Below is an example of Morrey spaces with constant exponent.

**Example 7.8.** Let \( 1 \leq q \leq p \leq \infty \). For an \( L_{\text{loc}}^{q} \)-function \( f \), its Morrey norm is defined by

\[
\|f\|_{\mathcal{M}_{p}^{q}} \equiv \sup_{(x,r) \in \mathbb{R}_{+}^{n+1}} |B(x,r)|^{\frac{1}{p} - \frac{1}{q}} \left( \int_{B(x,r)} |f(y)|^{q} dy \right)^{\frac{1}{q}}. \tag{7.4}
\]

The Morrey space \( \mathcal{M}_{p}^{q} \) is the set of all \( f \in L_{\text{loc}}^{q} \) for which \( \|f\|_{\mathcal{M}_{p}^{q}} < \infty \). Note that

\[
\|f\|_{\mathcal{M}_{p}^{q}} \sim \sup_{(x,r) \in \mathbb{R}_{+}^{n+1}} |B(x,r)|^{\frac{1}{p} - \frac{1}{q}} \|f\|_{L^{q}((\mathcal{M}_{X}(B(x,r)))^{p})}.
\]
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as long as \( 1 - \frac{1}{p} < \theta < 1 \). Because of this fact, a similar argument can be used to obtain the wavelet characterization for Morrey spaces.

A passage to Morrey spaces with variable exponents can be performed. We omit further details.

### 7.4 Periodic function spaces

Although the exponent \( p(\cdot) \) must be constant in this subsection, it seems useful to discuss periodic function spaces. Let \( L^p(T^n) \) be the set of all \( p \)-locally integrable functions \( f \) with period 1 for which

\[
\|f\|_{L^p(T^n)} = \left( \int_{[0,1]^n} |f(x)|^p \, dx \right)^{\frac{1}{p}} < \infty.
\]

Similarly, for \( s \in \mathbb{N} \), \( L^{p,s}(T^n) \) is the set of all functions \( f \in L^p(T^n) \) for which the weak derivative \( \partial^\alpha f \) exists and belongs to \( L^p(T^n) \) as long as the multiindex \( \alpha \) satisfies \( |\alpha| \leq s \). The norm is given by

\[
\|f\|_{L^{p,s}(T^n)} = \sum_{|\alpha| \leq s} \|\partial^\alpha f\|_{L^p(T^n)}.
\]

If a constant \( p(\cdot) \) is periodic and satisfies the global log-Hölder condition, then \( p(\cdot) \) must be constant. Thus, we assume that \( p(\cdot) \) is a constant here. The following observation is the starting point of Section 7.4.

**Lemma 7.9.** Let \( w(x) = (1 + |x|)^{-n-1} \sim M \chi_{Q(0)}(x)^{-\frac{n+1}{2}} \) for \( x \in \mathbb{R}^n \). Then for any \( 1 \leq p \leq \infty \), \( L^p(T^n) \hookrightarrow L^p(w) \) and

\[
\|f\|_{L^p(T^n)} \sim \|f\|_{L^p(w)}.
\]

**Proof.** Simply use \( \sum_{m \in \mathbb{Z}^n} (1 + |m|)^{-n-1} < \infty \). \qed

Let \( s \in \mathbb{N} \cup \{0\} \). In view of Lemma 7.9, for \( f \in L^{p,s}(T^n) \), we have the wavelet expansion

\[
f = \sum_{k \in \mathbb{Z}^n} \langle f, \varphi_{j,k} \rangle \varphi_{j,k} + \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n} \sum_{l=1}^{2^n-1} \langle f, \psi^j_{l,k} \rangle \psi^j_{l,k},
\]

where the convergence occurs in \( L^p(w) \) and consequently, in \( L^p(T^n) \). Assume that \( J \) is so large that the support of each \( \varphi_{j,k} \) is contained in a cube with side-length 1/3. Fix such \( J \). We set

\[
\Phi_{j,k} = \sum_{k' \equiv k \pmod{2^j \mathbb{Z}^n}} \varphi_{j,k}
\]

and

\[
\Psi^j_{l,k} = \sum_{k' \equiv k \pmod{2^j \mathbb{Z}^n}} \psi^j_{l,k}.
\]
for \( k \in \mathbb{Z}, j = J, J + 1, \ldots \) and \( l = 1, 2, \ldots, 2^n - 1 \). Then, as in [45, Proposition 2.21], we have an orthogonal decomposition

\[
\begin{align*}
  f &= \sum_{k \in \mathbb{Z}^n \cap (0,2^J)^n} \langle f, \Phi_{J,k} \rangle_{L^2(\mathbb{T}^n)} \Phi_{J,k} + \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n \cap (0,2^j)^n} \sum_{l=1}^{2^n-1} \langle f, \Psi_{j,k}^l \rangle_{L^2(\mathbb{T}^n)} \Psi_{j,k}^l.
\end{align*}
\]

Hence, we can easily obtain the wavelet decomposition for periodic functions.

**Corollary 7.10.** Let \( 1 < p < \infty \), \( s \in \mathbb{N} \cup \{0\} \) and let \( f \in L^p(\mathbb{T}^n) \). Set

\[
\begin{align*}
  V_{s,T^n} f &= V^s_{T^n} f \equiv \left( \sum_{k \in \mathbb{Z}^n \cap (0,2^J)^n} \left| \langle f, \Phi_{J,k} \rangle_{L^2(\mathbb{T}^n)} \chi_{J,k} \right|^2 \right)^{\frac{1}{2}},
  \\
  W_{s,T^n} f &= W^s_{T^n} f \equiv \left( \sum_{l=1}^{2^n-1} \sum_{j=J}^{\infty} \sum_{k \in \mathbb{Z}^n \cap (0,2^j)^n} \left| 2^j \langle f, \Psi_{j,k}^l \rangle_{L^2(\mathbb{T}^n)} \chi_{j,k} \right|^2 \right)^{\frac{1}{2}}.
\end{align*}
\]

Then \( f \in L^{p,s}(\mathbb{T}^n) \) if and only if \( V_{s,T^n} f + W_{s,T^n} f \in L^p(\mathbb{T}^n) \). If this is the case, then \( \|f\|_{L^{p,s}(\mathbb{T}^n)} \sim \|V_{s,T^n} f\|_{L^p(\mathbb{T}^n)} + \|W_{s,T^n} f\|_{L^p(\mathbb{T}^n)} \).
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